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Modeling Discharge, Temperature, and Water Quality 
in the Tualatin River, Oregon

By Stewart A. Rounds, Tamara M. Wood, and Dennis D. Lynch

Abstract

A laterally averaged, two-dimensional 
model was used to simulate discharge, tempera 
ture, and water quality in the Tualatin River dur 
ing the summers (May-October) of 1991,1992, 
and 1993. During low-flow periods, the lower 
main stem of the Tualatin River (river miles 38.4 
to 3.4) is characteristic of a long, slow-moving 
lake. Water-quality problems encountered during 
the summer include intermittent violations of the 
State of Oregon minimum dissolved oxygen and 
maximum pH standards, exceedances of the 
action level for nuisance phytoplankton growth, 
and impairment of several of its designated 
beneficial uses (aesthetics, aquatic life, and 
water-contact recreation). This river was modeled 
with a modified version of CE-QUAL-W2, a 
U.S. Army Corps of Engineers reservoir model 
that is appropriate for use on the lower main 
stem of the Tualatin River. Eighteen water-quality 
constituents were simulated: chloride, suspended 
solids, dissolved solids, dissolved organic matter, 
phytoplankton, detritus, soluble orthophosphate, 
ammonia, nitrate, dissolved oxygen, bottom sedi 
ment, total inorganic carbon, carbonate alkalinity, 
pH, carbon dioxide, bicarbonate, carbonate, and 
zooplankton; total phosphorus and carbonaceous 
biochemical oxygen demand were simulated by 
using a combination of these constituents.

The model was calibrated for 18 months of 
data: May through October in each of 1991,1992, 
and 1993. Only six calibration parameters were 
used for the water-quality routines in the model; 
of these, the model was most sensitive to the 
maximum algal growth rate and the zooplankton

mortality rate. Values for most of the parameters 
required by the model were either independently 
measured or taken from the available literature. 
The maximum algal growth rate was varied 
over the summer in accordance with observed 
patterns in measured primary productivity rates. 
The zooplankton mortality rate was kept constant 
throughout each summer but was calibrated to 
different values for each year due to differences in 
observed zooplankton population levels. The cali 
bration process resulted in a model that performed 
very well; it captured the dynamics of the most 
important water-quality processes in the lower 
main-stem Tualatin River during each of three 
hydrologically distinct summers. Accuracy in 
day-to-day fluctuations was sacrificed somewhat 
in order to more accurately simulate the overall 
cycle of algal growth for these 18 months while 
varying the calibration parameters only as abso 
lutely necessary. This level of accuracy was suffi 
cient to simulate the interactions among nitrogen, 
phosphorus, phytoplankton, zooplankton, and dis 
solved oxygen, but was insufficient to accurately 
simulate pH during every algal bloom. The ability 
to extrapolate beyond the calibrated conditions 
of the model, however, was determined to be 
more important than accurately simulating the pH 
during the shorter time scales of individual algal 
blooms; therefore, this calibration philosophy was 
retained, and the further calibration of pH was not 
pursued.

Using the model as a diagnostic tool, a num 
ber of general conclusions were made during the 
calibration process: 
(1) Water quality in the lower main-stem

Tualatin River is dominated by three physical



constraints and conditions residence time, 
air temperature, and solar insolation. Given 
ample nutrients in conjunction with the long 
travel time, warm climate, and sunny days 
frequently encountered during the summer 
low-flow period, phytoplankton blooms of 
sufficient size to have an important influ 
ence on water quality will develop.

(2) Carbonaceous biochemical oxygen demand 
(CBOD) and sediment oxygen demand 
(SOD) are the most important oxygen con 
sumption processes. Instream nitrification 
was negligible most of the time due to the 
low concentrations of ammonia found in the 
river during these summers. Reaeration is a 
slow process in the modeled reach; the slow 
reaeration rates are important in determining 
instream dissolved oxygen concentrations.

(3) The pH in the lower main stem cannot be 
modeled well unless the algal dynamics are 
simulated accurately during each algal 
bloom. That level of short-term accuracy 
was not required to model other constituents 
well and was somewhat incompatible with 
the goal of modeling trends and 
water-quality changes on longer time scales.

(4) During most of the modeled time period, 
algal growth was limited only by light con 
ditions. Only during large algal blooms and 
near the surface of the river was phosphorus 
found to limit algal growth. Data to sub 
stantiate the existence of such a transitory 
phosphorus limitation to algal growth in the 
Tualatin River, however, was not available. 
The model indicates that phosphorus can 
limit the peak size of algal blooms and, 
therefore, can be used to limit the number 
and frequency of violations of the State of 
Oregon maximum pH standard.

(5) With respect to the State of Oregon mini 
mum dissolved oxygen standard, the phy 
toplankton were found to be important 
both in their presence and their absence. 
Violations of the standard in midsummer 
were usually associated with the crash of 
a large algal bloom; such violations were

normally of short duration although the min 
imum dissolved oxygen concentration asso 
ciated with a large crash may be less than 
4 mg/L. Violations of the standard during 
September and October, on the other hand, 
were normally associated with small popu 
lations of phytoplankton. The CBOD and 
SOD consumed more oxygen during those 
periods than the small populations of phy 
toplankton were able to produce via photo 
synthesis. This period was often 
characterized by dissolved oxygen concen 
trations near or below the standard for 
extended periods of time. 

(6) The model confirmed that a large nonpoint 
source of phosphorus from ground water 
and small, imgaged tributaries is present 
within the lower main-stem reach of the 
Tualatin River. The phosphorus and water 
budgets cannot be balanced without it. 
Once calibrated, the model of the lower 

main-stem Tualatin River was used to evaluate 
the effectiveness of several potential management 
strategies. Simulations that were used to explore 
their effects on water quality included tributary 
phosphorus reductions, flow augmentation, tribu 
tary phosphorus reductions with flow augmenta 
tion, Oswego diversion dam (the low-head 
diversion dam at RM 3.4) modifications, water 
temperature reductions, optimal wastewater- 
treatment-plant removal of ammonia and 
phosphorus, nitrogen removal in the waste- 
water-treatment plants, SOD reduction, and 
wastewater-treatment-plant operations prior to 
nutrient removal. Several general conclusions 
were obtained from these simulations:
(1) Few of the scenarios tested for this report 

have significant effects upon dissolved oxy 
gen conditions in the main stem.

(2) During September and October, the most 
significant improvements in dissolved oxy 
gen (as much as 1 mg/L) were obtained only 
through a large amount of flow augmenta 
tion (minimum flow of 200 cubic feet per 
second at river mile 38.4) or through a lesser 
amount of flow augmentation (minimum 
flow of 150 cubic feet per second at river



mile 38.4) combined with a reduction in the 
loads of CBOD from the boundaries.

(3) For the period May through August, several 
scenarios showed some ability to limit algal 
growth during large blooms. When these 
scenarios failed to reduce the impact of 
the background oxygen demands (SOD, 
CBOD), however, dissolved oxygen 
concentrations between algal blooms still 
showed a tendency to decrease to near- 
problem levels.

(4) Phosphorus reduction scenarios showed that 
if the total phosphorus total maximum daily 
load (TMDL) is achieved at the boundaries 
to the main-stem Tualatin River and the 
wastewater-treatment plants are efficiently 
removing phosphorus from their effluent 
and meeting their wasteload allocations, 
then the main-stem river will be in compli 
ance with the TMDL. Even if the TMDL is 
achieved, however, the predicted effect on 
dissolved oxygen concentrations is unclear. 
If particulate and organic phosphorus is 
removed rather than soluble orthophos- 
phate, then dissolved oxygen conditions will 
improve, especially in October, primarily 
because CBOD will be removed. If soluble 
phosphorus is removed instead, then dis 
solved oxygen conditions may actually 
worsen because of reduced photosynthetic 
production of oxygen without the loss of 
CBOD at the boundaries.

(5) The most promising scenarios, in terms 
of providing the most improvement in dis 
solved oxygen conditions, most likely will 
include both a decrease in residence time 
via flow augmentation and a decrease in the 
background oxygen demands (CBOD and 
SOD).
This modeling study has contributed to the 

current understanding of the interactions between 
nutrients, phytoplankton, and dissolved oxygen in 
the Tualatin River as well as the potential changes 
in water quality that might be caused by varia 
tions in the management of that system. The tools 
produced during this study should be useful to the 
managers of this important resource.

INTRODUCTION 

Background

The Tualatin River drains a 712-square-mile 
basin on the west side of the Portland metropolitan 
area in northwestern Oregon (fig. 1). The basin sup 
ports a growing population of more than 320,000 
people and a wide range of urban, agricultural, and 
forest-related activities. The urban area is served by 
four wastewater-treatment plants (WWTPs), all of 
which are operated by the Unified Sewerage Agency 
(USA) of Washington County. Historically, these 
plants discharged high concentrations of ammonia 
(> 20 mg/L) and phosphorus (> 2 mg/L) into the main 
stem of the Tualatin River. The high ammonia concen 
trations often caused significant instream nitrification 
during the summer, resulting in a high oxygen demand 
and low dissolved oxygen (DO) concentrations down 
stream of the plants. In addition, large populations of 
phytoplankton thrived in the lower reaches of the main 
stem during the summer; the algal blooms and sub 
sequent population crashes contributed to violations of 
the State of Oregon minimum DO standard (6.0 mg/L, 
pre-1996) and the maximum pH standard of 8.5. 
Several sites on the main stem also exceeded the 
15 jig/L chlorophyll-a action level for nuisance phy 
toplankton growth.

In response to the Federal Clean Water Act 
of 1972, the Oregon Department of Environmental 
Quality listed the Tualatin River as a "water-quality 
limited" stream. The term "water-quality limited" 
is used in the Federal Clean Water Act of 1972 to 
define stream reaches that do not meet established 
water-quality standards even after the implementation 
of standard technology to control the point sources. 
In 1984 and 1986, the Oregon Department of Envi 
ronmental Quality again listed the Tualatin River as 
water-quality limited because of low DO concentra 
tions and nuisance levels of phytoplankton. One of 
the designated beneficial uses of the river, aesthetics, 
was listed as impaired by algal blooms. Once a river 
has been designated as water-quality limited, the 
Federal Clean Water Act of 1972 requires that total 
maximum daily loads (TMDLs) be developed for that 
water body in order to meet the established water- 
quality standards. In December of 1986, the Northwest 
Environmental Defense Center filed suit against the 
U.S. Environmental Protection Agency to require 
that TMDLs be established for the Tualatin River.
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EXPLANATION

River site
1 Tualatin River at Oswego 

diversion dam at RM 3.4

2 Tualatin River at Stafford 
Road near Lake Oswego, 
Oregon (RM 5.5)

3 Tualatin River at Boones 
Ferry Road at Tualatin, 
Oregon (RM 8.7)

4 Tualatin River at Cook Park 
near Tigard, Oregon 
(RM 10.0)

5 Tualatin River near Highway 
99W bridge near King City, 
Oregon (RM 11.7)

6 Tualatin River at Elsner Road 
near Sherwood, Oregon

7 Tualatin River near Scholls, 
Oregon (RM 23.2)

8 Tualatin River at Highway 
210 bridge near Scholls, 
Oregon (RM 26.9)

9 Tualatin River at Farmington, 
Oregon (RM 33.3)

10 Tualatin River at Meriwether 
irrigation pump near 
Hillsboro, Oregon (RM 36.8)

11 Tualatin River at Rood Bridge 
at Hillsboro, Oregon 
(RM 38.4)

12« Withdrawal site
12 Springhill Pumping Plant on 

Tualatin River at RM 56.1

144 Discharge site
13 Durham Wastewater 

Treatment Plant near 
Durham, Oregon (RM 9.3)

14 Rock Creek Wastewater 
Treatment Plant at 
Hillsboro, Oregon (RM 38.1)

RM
io/ River mile

(RM 16.2) 
Figure 1. The Tualatin River and its major tributaries. (RM, river mile)



In September of 1988, the Oregon Department of 
Environmental Quality established TMDLs for both 
ammonia-nitrogen and total phosphorus for the 
main-stem Tualatin River and its largest tributaries 
(Oregon Department of Environmental Quality, 1997). 
The ammonia TMDL was designed to decrease 
instream nitrification and its associated oxygen 
demand; the phosphorus TMDL was designed to limit 
algal growth and thereby restore the designated benefi 
cial uses and minimize the number of violations of the 
dissolved oxygen and pH standards.

The establishment of TMDLs in the Tualatin 
River Basin prompted the various designated manage 
ment agencies (USA, many of the cities and counties 
in the basin, and the Oregon Departments of Forestry 
and Agriculture) to take action to meet their wasteload 
and load allocations for phosphorus and ammonia set 
by the TMDLs. USA's two largest tertiary-treatment 
plants were upgraded with the addition of biological 
nutrient removal to reduce ammonia and total phos 
phorus concentrations. Two-stage alum treatment was 
added to further reduce total phosphorus to levels 
below the wasteload allocation. The Oregon 
Department of Agriculture helped control phosphorus 
releases from many dairy and nursery operations. The 
Oregon Department of Forestry utilized the Forest 
Practices Act to comply with the TMDL. As of June, 
1993, the Tualatin River was generally in compliance 
with the ammonia-nitrogen TMDL, and an extended 
implementation and compliance schedule had been 
developed and approved for the total phosphorus 
TMDL.

Basin Characteristics and Hydrology

The main stem of the Tualatin River is about 
80 miles long and flows generally from west to east, 
starting in the forested Coast Range and discharging to 
the Willamette River near West Linn, Oregon (fig. 1). 
The characteristics of the river change dramatically 
from its headwaters to its mouth. The headwater reach, 
from river mile (RM) 79.4 to 55.3, is narrow (about 
15 feet wide) and has an average slope of 74 feet per 
mile, including several waterfalls. Once the river 
reaches the valley floor, the slope decreases and the 
river begins to meander. This meandering reach 
(RM 55.3-33.3) has an average slope of 1.3 feet per 
mile, a width of about 50 feet, and nearly complete 
riparian shading. Downstream of the meander 
ing reach, the river flows into a backwater reach

(RM 33.3-3.4) with an estimated slope of only 
0.08 feet per mile. The backwater characteristics are 
caused both by the low slope and the presence of a 
low-head diversion dam at RM 3.4 (Oswego diversion 
dam). In this reach, the river continues to meander and 
widens to roughly 150 feet, thus exposing much of the 
river surface to direct solar insolation. From the 
Oswego diversion dam to the mouth (RM 3.4-0.0), the 
Tualatin River is characterized by small pools and rif 
fles and has an average slope of 13 feet per mile. 
These physical characteristics are important factors in 
determining the river's water quality because they 
affect the river's reaeration potential, the time required 
for a parcel of water to traverse the system, and the 
amount of solar energy that can reach the water sur 
face.

The discharge of the Tualatin River reflects the 
seasonal rainfall. Most of the annual precipitation falls 
between November and June, and the effect of snow- 
melt is minimal. Seasonal streamflow is typically 
highest from December through April and lowest from 
July through October (fig. 2). The low-flow summer 
period is defined as May 1 through October 31. Since 
January of 1975, Tualatin River streamflow has been 
augmented during this low-flow period with water 
releases from Henry Hagg Lake, a man-made reservoir 
on Scoggins Creek (fig. 1). Most of the water in this 
reservoir is used for irrigation, but 12,618 acre-feet of 
stored water are available to USA for summertime 
flow augmentation (Unified Sewerage Agency, 1997). 
River discharge is managed in an attempt to maintain 
some minimum flow, generally 150 ft3/s (cubic feet 
per second), at RM 33.3; the available augmentation 
water may or may not be sufficient to meet that goal 
during a particularly dry summer. Before Henry Hagg 
Lake was constructed, summer flows often dropped 
well below 50 ti?/s (fig. 3).

In addition to Scoggins Creek, the Tualatin 
River has four other major tributaries and numerous 
minor tributaries. None of these receive appreciable 
flow augmentation; therefore, their discharges typi 
cally decrease as the summer low-flow period 
progresses. Gales Creek flows through a predomi 
nantly forested landscape, whereas the Dairy Creek 
subbasin is predominantly agricultural. Rock Creek 
has both agricultural and urban influences, and Fanno 
Creek flows almost exclusively through urban areas. 
The USA operates four WWTPs in the basin, but the 
two smaller plants generally do not discharge into the 
Tualatin River during the May 1 to October 31 period.
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Figure 2. Monthly distribution of daily mean streamflow in the Tualatin River at river mile 1.8 (West Linn) for the years 1975 
through 1994.

In 1994, the largest two plants (Rock Creek WWTP at 
RM 38.1 and Durham WWTP at RM 9.3) each dis 
charged approximately 23 ftVs (15 million gallons 
per day) of treated effluent into the river under dry, 
summer conditions. The daily variation in discharge 
ranged from approximately 20 ft3/s in the early mom- 
ing to 35 ft3/s in the middle of the day.

Water withdrawals are made from the Tualatin 
River for public water supply, irrigation and power 
generation. The Joint Water Commission and the 
Tualatin Valley Irrigation District jointly operate the 
Spring Hill Pumping Plant at RM 56.1. The Joint 
Water Commission supplies municipal water to sev 
eral of the cities in the basin, and the Tualatin Valley 
Irrigation District operates a pressure pipeline that 
delivers irrigation water to about 10,000 acres of crop 
land. This pumping plant typically draws between 25 
and 125 fr/s of water from the river during the sum 
mer months, depending on irrigation needs. Additional 
irrigation withdrawals are taken directly from the river 
by the end users. A canal at RM 6.7 diverts an average 
of 60 ft3/s of water from the Tualatin River for the 
purpose of power generation at a small hydropower 
plant owned by the Lake Oswego Corporation. The 
people who live in the Tualatin River Basin depend 
on the Tualatin River for drinking water, irrigation 
water, recreation, and dilution and transport of wastes.

The economic prosperity currently enjoyed within the 
basin is dependent upon the proper management of 
this surface-water resource and the maintenance of its 
quality.

Purpose and Scope

In 1990, the U.S. Geological Survey (USGS) 
entered into a cooperative agreement with the USA to 
assess the water-quality conditions of the Tualatin 
River. The objectives of that project were:
(1) to identify the major sources of nutrients (nitro 

gen and phosphorus) to the main-stem Tualatin 
River,

(2) to assess the transport and fate of those nutrients 
in the main stem,

(3) to quantify processes that affect dissolved oxy 
gen concentrations in the main stem, and

(4) to construct and use a mechanistically based, 
process-oriented model of nutrients and dis 
solved oxygen for the main stem. 

Each of these objectives was limited to the low-flow, 
high-temperature, summer period defined as May 1 
through October 31. This report describes the results 
of the modeling work performed for the USGS-USA 
cooperative project. The specific objectives of the 
modeling work were:
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(1) to develop and test a computer model of the 
main-stem Tualatin River from RM 38.4 to 3.4 
that integrates the pertinent physical, chemical, 
and biological processes,

(2) to better understand nutrient and dissolved oxy 
gen dynamics, fate, and transport, and to assess 
the relative importance of various interdiscipli 
nary processes by using the model as a diagnos 
tic tool, and

(3) to create a tool that can be used to evaluate the 
relative water-quality benefits of various man 
agement alternatives for the Tualatin River. 

This report describes the model used in this study and 
how it was modified for use in the Tualatin River. The 
simulated processes are described and their relative 
importance is discussed. The philosophy and results 
of the model calibration are described, and, finally, 
various management options for improving the water 
quality of the Tualatin River are evaluated with the 
calibrated model. Throughout this report, all refer 
ences to algae refer only to phytoplankton.
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MODEL DESCRIPTION

The model used in this study to simulate the 
discharge, temperature, and water quality (see con 
stituent list in table 1) of the Tualatin River is called 
CE-QUAL-W2. It is a two-dimensional, laterally 
averaged, hydrodynamic and water-quality model 
developed and maintained by the U.S. Army Corps of 
Engineers (USAGE). The hydrodynamic component of 
CE-QUAL-W2 was taken originally from a model 
named GLVHT (Generalized Longitudinal-Vertical 
Hydrodynamics and Transport Model), which in turn 
was based on the model LARM (Laterally Averaged 
Reservoir Model, Edinger and Buchak, 1975). Since 
its creation in 1986, CE-QUAL-W2 has been updated 
frequently to incorporate new algorithms and improve 
its efficiency. Such changes are essential in the fast- 
changing field of water-quality modeling, but those 
changes quickly make the documentation obsolete. 
This study was performed using a modification of 
version 2.0 of CE-QUAL-W2, for which a user 
manual is available (Cole and Buchak, 1995). In this 
section, the general capabilities, limitations, and algo 
rithms of this modified version of CE-QUAL-W2 are 
discussed.

Capabilities

CE-QUAL-W2 simulates the hydrodynamics, 
water temperature, and water quality of a water body 
in two dimensions. Unlike two-dimensional estuarine 
models that often are depth-averaged, this model is 
laterally averaged; the simulated dimensions are 
longitudinal (along the length of the water body) and 
vertical. CE-QUAL-W2 is best applied, therefore, to 
a body of water whose quality has distinct variations 
with length and depth and few differences from side to 
side. Such is often the case for relatively narrow lakes 
or rivers that have a tendency to thermally stratify. 
A few reaches of the Tualatin River thermally and 
chemically stratify during periods of warm, sunny 
weather in the summer. This model, therefore, can 
capture some of the important water-quality impacts 
of that stratification. The CE-QUAL-W2 grid incorpo 
rates variable spacing so that the river bathymetry can 
be well described.

CE-QUAL-W2 is a dynamic model rather than a 
steady-state model. The water quality of the Tualatin 
River is dependent upon the dynamics of fundamental 
physical conditions such as discharge and meteorology. 
A dynamic model, therefore, is required to capture the

accompanying changes in water quality. CE-QUAL- 
W2 accepts time-dependent boundary conditions and 
simulates discharge, water-surface elevations, hori 
zontal and vertical velocities, water temperature, 
density, and water quality in a dynamic manner. 
Hydrodynamics and constituent transport are simu 
lated in CE-QUAL-W2 through its implementation 
of six fundamental fluid-flow equations for laterally 
averaged systems: (1) the horizontal momentum 
equation, (2) the constituent transport equation, (3) the 
free-water-surface elevation equation, (4) the hydro 
static pressure equation, (5) the continuity equation, 
and (6) the equation of state. The details of these 
equations and their numerical solution are discussed in 
the user manual (Cole and Buchak, 1995).

CE-QUAL-W2 contains a fairly simple set of 
algorithms to simulate heat flow. The algorithms are 
simple and do not incorporate all of the details used by 
other temperature models. For example, a variable 
shading algorithm that depends upon river orientation, 
solar angle, riparian height and vegetative density is 
not included, primarily because CE-QUAL-W2 was 
developed for reservoirs and estuaries for which 
such shading is not critical. All of the most important 
components of the heat budget for this application, 
however, are present. These are short-wave solar 
insolation, long-wave atmospheric radiation, water- 
surface back radiation, evaporation, and conduction. 
A simple shading capability was added as a modifica 
tion. The heat-flow algorithms are discussed in more 
detail in the Algorithms section of this report.

A complex set of water-quality algorithms are 
implemented in CE-QUAL-W2. These algorithms 
focus on carbon and nutrient cycling, phytoplankton 
and zooplankton dynamics, dissolved oxygen produc 
tion and consumption, and pH. Some of these algo 
rithms were modified, either slightly or drastically, as 
part of this effort to simulate the important instream 
processes of the Tualatin River. These modifications, 
and the simulated instream processes, are discussed in 
the Algorithms section. CE-QUAL-W2 keeps track of 
22 water-quality constituents (table 1), 18 of which 
were included in parts of this application. The 
water-quality routines include most of the instream 
processes that are important in the Tualatin River, and 
were easily modified when different algorithms were 
required.

Some of the capabilities of CE-QUAL-W2 
relate more to the implementation of the transport 
and reaction equations rather than the choice or inclu 
sion of those equations. For example, this model has a



Table 1. Names and descriptions of the water-quality constituents simulated by CE-QUAL-W2
[mg/L, milligrams per liter, t. constituent not used in this study; P, phosphorus; N, nitrogen; O, oxygen; g/m2, grams per square meter; C, carbon; 
Ca, calcium; H, hydrogen; Fe, iron; CBOD, carbonaceous biochemical oxygen demand]

Constituent name Units Description / Remarks

Nonreactive tracer

Inorganic suspended solids
Coliform bacteria *
Total dissolved solids
Labile organic matter
Refractory organic matter *
Algae
Detritus
Soluble orthophosphate
Ammonium
Nitrate and nitrite
Dissolved oxygen
Sediment
Total inorganic carbon
Carbonate alkalinity
pH
Carbon dioxide
Bicarbonate
Carbonate
Total iron f
CBOD f
Zooplankton

relative

mg/L
mg/L
mg/L
mg/L
mg/L
mg/L
mg/L
mg/L as P
mg/L as N
mg/L as N
mg/L
g/m2

mg/L as C
mg/L as CaCO3

mg/L as C 
mg/L as C 
mg/L as C 
mg/L as Fe 
mg/L 
mg/L

A conservative constituent. Used to simulate the transport of 
nonreactive species such as chloride or a dye tracer.

Suspended solids that affect light penetration and water density.
A generic bacterial compartment.
A conservative constituent that affects water density.
Dissolved organic matter that decomposes rapidly.
Dissolved organic matter that decomposes slowly.
Total phytoplanktonic biomass, regardless of species.
Paniculate organic matter that settles and decomposes.
Bioavailable phosphorus.
Ammonia and ammonium. A nitrogen source for algae.
Oxidized nitrogen. A nitrogen source for algae.
Dissolved oxygen: O2 .
Bed sediment organic matter, decomposes on the river bottom.
Sum of dissolved CO2, HCO3", and CO32'.
A measure of the acid neutralizing capacity.
A measure of the H+ concentration.
Dissolved CO2 and H2CO3 .
Bicarbonate ion: HCO3~.
Carbonate ion: CO32".
Dissolved and suspended iron(II) and iron(III).
Ultimate carbonaceous biochemical oxygen demand.
Total biomass of zooplankton, regardless of species.

variable time-step algorithm that is designed to ensure 
the mathematical stability of the numerical methods. 
In addition, an advanced solution technique (Leonard, 
1979) is used to reduce numerical dispersion. 
CE-QUAL-W2 also has a wide variety of capabilities 
that were not used in the Tualatin River simulations. 
Although the Tualatin simulations required only one 
continuous river reach, the model is designed to 
handle a network of branched streams or lakes. The 
ice-cover algorithms are extensive. The user manual 
(Cole and Buchak, 1995) contains more details on 
these and other related topics.

Limitations

CE-QUAL-W2 was written for lakes, reservoirs, 
estuaries, and low-gradient streams. Strictly, it cannot 
simulate a river reach in which the water-surface 
elevation at the downstream boundary is lower than 
the elevation of the river bottom at any point in the 
grid. In its present form, this two-dimensional model

can be used only to simulate the slow-moving, 
reservoir-like reach of the Tualatin River (RM 30 to 
RM 3.4). In higher gradient areas above and below 
this reach (see Basin Characteristics and Hydrology 
on page 5), a one-dimensional model would be more 
appropriate. In this study, the modeled reach was 
extended upstream from the reservoir reach and into 
a more one-dimensional reach so that the upstream 
boundary (at RM 38.4) would fall at a point with 
measured discharge and water-quality characteristics. 
This extension did not violate any model constraints.

Lateral differences in velocity, temperature, and 
water quality are averaged in CE-QUAL-W2. In some 
rivers or reservoirs, this lateral averaging might 
present a serious limitation and prevent the application 
of this model. In the case of the Tualatin River, 
however, the width of the river is small relative to its 
length. Although it is true that some lateral differences 
in water quality or temperature might be expected due 
to uneven shading of the river surface, such differ 
ences are insignificant compared with observed differ 
ences in the vertical and longitudinal dimensions.



Some limitations of CE-QUAL-W2 can be 
avoided through prudent modifications of the source 
code. The USAGE version of the model restricts the 
geometry of the grid such that each segment, or vertical 
column, in the two-dimensional grid must contain at 
least two active layers. In other words, the river must 
be deep enough so that at least two layers are transport 
ing water in every segment; each segment must be 
two dimensional. The computer code was modified to 
remove this limitation. The Tualatin River has several 
shallow spots (< 6 feet during low flow) in its 
reservoir-like reach that are sometimes important in 
controlling its flow and in breaking up thermal stratifi 
cation. One particular part of the river is especially 
shallow (< 4 feet during low flow) and is best modeled 
using only one active layer. Above the reservoir-like 
reach, the river is relatively shallow and gains some 
elevation. To extend the grid upstream to a location 
that is well suited to be an upstream boundary 
(RM 38.4), many segments with only one active layer 
had to be included. In the version of CE-QUAL-W2 
used in this study, the code supports the existence of 
such one-dimensional segments.

The vertical momentum equation is not included 
in the mathematical formulation used by 
CE-QUAL-W2. The absence of this equation may 
result in errors where a significant amount of vertical 
acceleration is encountered; for example, significant 
vertical velocities can be generated in deep grid seg 
ments that are bordered by shallow segments. This can 
generate an undue amount of advective vertical mixing 
near abrupt changes in river depth. This problem, how 
ever, is limited to a few segments of the grid and does 
not affect results in this application farther than a short 
distance downstream of those segments.

The heat-flow algorithms implemented in this 
version of CE-QUAL-W2 are adequate for this study, 
despite the fact that one particular process that might 
have improved the simulation of vertical stratification 
is absent. That process is the conduction of heat across 
the sediment/water interface. A later USAGE version 
of the model includes a simple sediment heat-exchange 
algorithm that might have improved the simulated 
hypolimnetic water temperatures in this application. 
The lack of such an algorithm in the USGS version of 
the model is a very small limitation; it did not signifi 
cantly affect the results of the simulations.

The water-quality algorithms in CE-QUAL-W2 
include many important processes that control nutrient 
cycling, algal dynamics, and the production and con 
sumption of dissolved oxygen. The mathematical

descriptions of chemical and biological reactions used 
in this model, however, contain many simplified gener 
alizations and assumptions. For example, all organic 
matter, whether it is dissolved, paniculate, planktonic, 
or deposited in the sediment, is assumed to have the 
same, constant, ratio of carbon to nitrogen to phospho 
rus. Although this is convenient, it is not altogether 
accurate. In addition, only one algal compartment is 
available; all algal species are combined and simulated 
with one set of growth and death parameters and one 
carbon to chlorophyll ratio. CE-QUAL-W2 does not 
simulate the growth of benthic algae, but algal growth 
and primary production in the Tualatin River are domi 
nated by phytoplankton in the water column; therefore, 
the lack of a benthic algae constituent is not a limita 
tion for this application.

Most of the rate constants and growth parameters 
used in CE-QUAL-W2 are assumed to be constant. No 
seasonal variation in the phytoplankton growth rate is 
incorporated in the USAGE version, other than the 
dependence of reaction rates upon the seasonally vary 
ing water temperature. This limitation makes it difficult 
for the model to simulate variations in, for example, 
algal growth as a response to seasonal changes in light 
and other conditions. In this version, the model was 
modified to allow seasonal changes in both the algal 
growth rate and the shading of the river surface. 
The biological food web is cut off at the level of zoo- 
plankton; the zooplankton mortality rate must account 
for a variety of different death processes.

The sediment compartment in CE-QUAL-W2 is 
not designed to simulate long-term (decades) changes 
in the loading of organic matter or nutrients in response 
to long-term changes in the amount of organic matter 
entering the system. In this application, the absence of 
this sort of long-term predictive capability is not a seri 
ous problem, as the scenarios are tested over periods of 
only 6 months rather than 10 to 20 years. Nevertheless, 
this shortcoming will be addressed in future versions.

Many of the simplifications in the water-quality 
algorithms were made by the authors of CE-QUAL- 
W2 in an attempt to balance the need to accurately sim 
ulate the dominant instream processes against a need to 
restrict the number of difficult-to-measure parameters. 
Despite its limitations, this version of CE-QUAL-W2 
is able to simulate the general characteristics and 
dynamics of water quality in the Tualatin River, 
thereby enabling a better understanding of the pro 
cesses that control water quality in this system and 
how that water quality would be affected by possible 
management options.
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Code Modifications

Many important changes to the USAGE version 
of CE-QUAL-W2 were made during this study. The 
starting point for this work was version 2.0 (May, 
1989), obtained from Dr. Scott Wells of Portland State 
University. Dr. Wells' research group made some 
important modifications to the code, such as adding an 
algorithm that calculates the discharge over the 
Oswego diversion dam using a calculated water- 
surface elevation at the dam and a set of hydraulic and 
physical parameters. The discharge at the downstream 
boundary (Oswego diversion dam), therefore, is calcu 
lated internally rather than imposed externally. This 
change allows the model to be responsive to changes 
in the management of the river flow or the dam dimen 
sions. Other code modifications were made by the 
USGS modeling team. For example, changes were 
made to the reaeration algorithm, many of the 
reaction-rate temperature-dependence functions, the 
algal light-limitation function, the sediment oxygen 
demand (SOD) algorithm, and the distributed tributar 
ies (nonpoint source) code. Several new algorithms 
were added that allow the model to shade part of the 
water surface, seasonally vary that shading and the 
algal growth rate, and make ammonia the preferred 
source of nitrogen for the phytoplankton. Most of the 
modifications to the USAGE version are described in 
the Algorithms section of this report. Some might be 
considered major modifications, changing the basic 
algorithms used by the model, while others would be 
considered minor modifications that have little effect 
on the model. Each change was tested to make sure 
that it had only the intended effect. The major modifi 
cations to the code are listed in Appendix A.

Algorithms

The mathematical expressions within 
CE-QUAL-W2 dictate exactly how the sources, sinks, 
and transport of water, heat, and constituents are simu 
lated. Because they embody the fundamental concepts 
used by the model, an examination of these expres 
sions is perhaps the best way to reveal the model's 
conceptual framework. This section details some of 
the most important algorithms used in CE-QUAL-W2. 
This is not meant to be a complete description of the 
hydraulics and water-quality processes; much of that 
is readily available in the user manual (Cole and 
Buchak, 1995). Rather, this section is meant to provide

an overview of the algorithms that are fundamentally 
important to this application and to describe several 
that are new to this version of CE-QUAL-W2. Several 
parameters used in these equations are also quantified 
in this section; the balance of the input parameter val 
ues are listed in the Boundary Conditions, Reaction 
Rates, and Forcing Functions section.

Hydraulics and the Water Budget

The water budget of CE-QUAL-W2 includes 
upstream inflows, tributary or point inflows, nonpoint 
source inflows including ground water (called distrib 
uted tributaries), precipitation, diversions, irrigation 
withdrawals, evaporation, and a downstream outflow. 
In the Tualatin River application, the only two compo 
nents of the water budget that are not explicitly speci 
fied as time-varying boundary conditions are the 
evaporation function and the downstream outflow. 
Evaporation is calculated as a function of the water 
temperature at the surface of the river, the dew-point 
temperature, the wind speed, and the surface area of 
the river. The resulting evaporation rate is (Cole and 
Buchak, 1995):

Q.evap (0

where f(W) is the evaporative wind-speed function, es 
is the saturation vapor pressure of water at the temper 
ature of the surface water, ea is the vapor pressure of 
water at the air temperature, A is the river surface area 
of a segment, Hvap is the latent heat of vaporization of 
water, and p is the density of water.

The discharge of the river at the downstream 
boundary can be specified explicitly as a time- 
varying boundary condition in CE-QUAL-W2. In this 
application, however, the flow over the Oswego diver 
sion dam was calculated internally. The code that 
calculates this discharge was an addition to the model 
made by Dr. Scott Wells and his research group at 
Portland State University. Water can flow past the 
Oswego diversion dam via three separate paths: over a 
broad, flat-crested, cement weir; through a fish ladder; 
or through a submerged pipe near the fish ladder. The 
flow past the dam, therefore, is simply the sum of the 
flows over or through the three structures:

~ (2)

where Q^am is the flow past the dam, £?CM, is the flow 
over the cement weir, Q is the flow through the fish
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ladder, and Qpipe is the flow through the submerged 
pipe.

The flows over the cement weir and through the 
fish ladder are quantified using the basic weir equation 
(Streeter and Wylie, 1985):

Q = (3)

where Q is the flow through the weir, C is a weir coef 
ficient, b is the effective width of the weir, and h is the 
height of the water surface above the weir crest. The 
weir coefficient depends upon the shape of the weir. 
For sharp-crested weirs, the weir coefficient is:

c = (4)

where Cd is a dimensionless discharge coefficient and 
g is the gravitational constant. The fish ladder may be 
modeled as a sharp-crested weir. The wide, cement 
weir of Oswego diversion dam is not sharp crested. 
For a broad-crested weir such as this, the weir coeffi 
cient may be approximated as:

c = 0.385 cJ5i, (5)

The discharge coefficient varies, depending upon the 
amount of debris that accumulates on the weir. These 
equations are approximate, and the Oswego diversion 
dam is not composed of perfect, well-calibrated weirs. 
The discharge coefficients of these weirs, therefore, 
are considered to be calibration parameters in this 
application (see the Boundary Conditions, Reaction 
Rates, and Forcing Functions section). Once the 
dimensions and discharge coefficients are set, the flow 
through and over these structures can be calculated as 
a function of the upstream water-surface elevation.

The flow through the submerged pipe at the 
Oswego diversion dam can also be calculated as a 
function of the upstream water-surface elevation. 
An energy balance for the submerged pipe results in 
an equation that can be solved iteratively for the pipe 
discharge (Streeter and Wylie, 1985). That equation is:

RL
gn2D4 pipe C 1 - 852/)4- 8704 pipe

(6)

where Ke is an energy-loss coefficient for the entrance 
of the pipe, D is the diameter of the pipe, R is a

constant, L is the length of the pipe, Chw is a Hazen- 
Williams frictional coefficient, h2 is the tailwater ele 
vation, and hj is the upstream water-surface elevation. 
Once the dimensions and hydraulic characteristics of 
the pipe are set, the flow through the pipe can be cal 
culated knowing only the value ofhj,ash2 does not 
vary significantly during the low-flow summer period.

Nonpoint sources of water to the river are 
included in CE-QUAL-W2 through the use of a 
distributed tributary algorithm. A distributed tributary 
is simply a source of water, heat, and constituents that 
is added to the model reach along its entire length 
rather than as a point source. Time-varying boundary 
conditions of flow, temperature, and constituent con 
centrations are required, just as if all of the water were 
coming from a tributary, but the flow, heat content, and 
constituent loads from that source are distributed 
across the entire model reach. In the USAGE version, 
these inputs are distributed along the model reach 
according to the water-surface area of each segment, 
and the entire amount is discharged to the top of the 
water column. Normalizing the nonpoint source input 
to the water-surface area, which is similar to the 
sediment-surface area, allows this input to simulate 
either precipitation or ground-water discharge. In the 
Tualatin River application, the distributed tributary is 
composed of many ungaged, point sources such as tile 
drains, small tributaries, and seeps as well as ground 
water. Many of these sources are probably best nor 
malized to bank length rather than water-surface or 
sediment-surface area. In addition, the presence of a 
ground-water source suggests that the input should be 
distributed throughout the water column rather than 
placed only at the top. Therefore, the model code was 
changed to normalize the distributed tributary input to 
bank length and to distribute that input over the entire 
water column.

The five hydraulic variables in the model  
longitudinal velocity, vertical velocity, surface eleva 
tion, pressure, and density are found with five later 
ally averaged equations of fluid motion, all of which 
are described in detail in the USAGE user manual 
(Cole and Buchak, 1995). The only hydraulic algo 
rithm implemented in this version of CE-QUAL-W2 
that is not discussed in the user manual is the one used 
to describe the shear stress at the edges of the channel. 
The USAGE version of the model uses Chezy's equa 
tion to simulate this shear stress; the version used in 
this study was modified to use Manning's equation.
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While Manning's equation is based upon the same 
principles as Chezy's, the parameters of the former are 
more intuitive, easier to quantify, and less dependent 
upon channel geometry. The model code was simply 
modified to make use of the relation (SI units):

c = (7)

where C2 is the Chezy coefficient, Rh is the hydraulic 
radius (cross-sectional area divided by the wetted 
perimeter), and n is a roughness coefficient. Values for 
"Manning's n" have been tabulated for a wide variety 
of channel characteristics (Barnes, 1967; Arcement 
and Schneider, 1989).

Heat Flow

The heat budget used by CE-QUAL-W2 
accounts for all of the most important heat-flow 
processes. Short-wave solar insolation, long-wave 
atmospheric radiation, water-surface back radiation, 
evaporation, and air/water conduction are all included 
(fig. 4). A fraction of the solar insolation may be 
blocked, shading a part of the river surface. Solar inso 
lation is extinguished and converted to heat as it trav 
els downward into the water column. Any solar 
insolation that reaches the river bottom is assumed to 
transfer its heat to the water at the sediment/water 
interface. The river bottom is assumed to be neither a 
heat source nor a heat sink. Heat is advected and dis 
persed with all of the other water-quality constituents.

Solar 
insolation

Long-wave 
radiation

Shading

Evaporation

Atmospheric 
conduction

Transport and 
dispersion

The USGS version of CE-QUAL-W2 applies a 
linearized formulation of the heat-transfer equations 
and the equilibrium temperature concept to calculate 
the net heat flux across the air/water interface. This 
approach combines all of the heat-transfer processes 
into two easily calculated parameters: a heat-exchange 
coefficient and the equilibrium temperature. The 
resulting heat-transfer equation is:

Hn ~ 'KaW (8)

where Hn is the net heat flux into the water body 
(Watts per square meter, W/m2), Kaw is the coefficient 
of surface heat exchange (W/m2/°C), Tw is the water- 
surface temperature (degrees Celsius, °C), and Te is 
the equilibrium temperature (°C). The equilibrium 
temperature is defined as the water-surface tempera 
ture that, for a given set of meteorological conditions, 
results in a net heat flux of zero. It is calculated by bal 
ancing the back radiation, evaporation, and conduction 
losses against the radiation inputs.

The heat-transfer algorithm was modified in 
this version of CE-QUAL-W2 to allow a part of the 
water surface to be shaded by streambank vegetation. 
Shading can be an important process for rivers that are 
narrow enough for the riparian vegetation to cast a sig 
nificant shadow over the water surface. The shading 
algorithm added to the model is simple. Each segment, 
or vertical column in the two-dimensional grid, is 
assigned a shading factor, calculated from the surface 
width of that segment, that represents the fraction of 
the river surface area that is shaded from solar radia 
tion. The shading factors do not vary with the time of 
day and are not dependent upon the orientation of the 
segment; such complexity was not merited due to the 
dearth of riparian height and density data at the time of 
this study. A simple seasonal dependence is included 
to simulate the growth of leaves in the spring and the 
disappearance of leaves in the fall. This seasonality is 
implemented by multiplying the assigned shading fac 
tor by a function that varies from 0 to 1 and back to 0 
as the seasons pass. In mathematical terms, the season 
ally dependent shading factor is:

k FKr
(9)

Figure 4. The major heat-flow processes implemented in 
CE-QUAL-W2.

where f$ is the unmodified shading factor, and the F 
values are given by:

_-
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_" (10)

These functions were adapted from those that the 
USAGE version uses to modify reaction rates as a 
function of temperature (Thomton and Lessem, 1978). 
The desired seasonal dependence in the shading factor 
is achieved by using 0.1 for k} and £3,0.98 for k2 and 
*4, and the values 75,120,275, and 305 for rj] through 
r)4, respectively (fig. 5).
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Figure 5. Seasonal variation of the shading multiplier as 
implemented in the U.S. Geological Survey version of 
CE-QUAL-W2.

Light extinction is modeled with Beer's Law:

~Ha'°'Z , (11)

where Iz is the light intensity at depth z, 70 is the inci 
dent light intensity, p is the fraction of incident light 
absorbed at the water surface, and atot is the extinc 
tion coefficient. The extinction coefficient is a function 
of the suspended solids and phytoplankton concentra 
tions and is modeled as:

where a.ss, afl, and aw are the extinction coefficients 
for suspended solids, phytoplankton, and water, 
respectively. The concentrations of suspended solids 
and phytoplankton (algae) are represented by Ow and 
Ofl . The extinction coefficient for water accounts for 
light absorption by dissolved organic compounds, 
colloids, and small particles. Equation 12 represents 
a small departure from the USAGE version of the 
model, in which the influence of detrital matter is 
explicitly included in the calculation of atot. Because

no reliable measurements of detrital matter were avail 
able for use in estimating these extinction coefficients, 
the detrital contribution to light extinction in this 
application was included in the value ofaw .

Water-Quality Constituents

Twelve of the 22 water-quality constituents 
included in table 1 were used in all aspects of this 
study: suspended solids, dissolved solids, orthophos- 
phate, nitrate-plus-nitrite, ammonia, phytoplankton 
biomass, zooplankton biomass, labile dissolved 
organic matter, detritus, dissolved oxygen, a conserva 
tive tracer (chloride), and organic matter in bottom 
sediment. Six others (total inorganic carbon, carbonate 
alkalinity, pH, carbon dioxide, bicarbonate, and car 
bonate) were used only in an exploratory fashion. The 
unused constituents were not considered crucial to the 
primary goals of understanding the cycling of nutri 
ents in the Tualatin River and the role played by pri 
mary production in determining water quality. 
Inorganic carbon species are not important in deter 
mining primary production unless carbon is a limiting 
nutrient, and such a limitation has not been substanti 
ated for the Tualatin River system. The accurate calcu 
lation of inorganic carbon is crucial to an accurate 
calculation of the pH in the system, but insufficient 
boundary and calibration data make this an unrealistic 
goal for the current study. The carbonaceous biochem 
ical oxygen demand (CBOD) constituent was not used 
because it would have been redundant with the oxygen 
demand provided by the other dissolved organic-mat 
ter constituents specified at the boundaries. Refractory 
organic matter was not included due to insufficient 
boundary and calibration data, but this organic com 
partment is not thought to play an important role in the 
Tualatin River. Iron may be important to the cycling of 
phosphorus. Recent work in the Tualatin River indi 
cates that phosphorus adsorption to iron colloids may 
constitute a significant reservoir of phosphorus in the 
water column, although the evidence suggests that the 
colloids are formed by a coprecipitation process that is 
not well represented by the linear adsorption formula 
tion used by CE-QUAL-W2 (Mayer, 1995). At this 
time, however, reasonable estimates of boundary con 
ditions and adsorption data are unavailable; therefore, 
this constituent was also omitted. The 12 constituents 
that are included in the simulations are sufficient to 
provide a reasonable simulation of the cycling of 
nutrients and the growth and decline of algal popula 
tions in the Tualatin River.
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A discussion of the rate equation for each con 
stituent follows. Each equation is applied to every cell 
in the model grid, and is vertically and longitudinally 
averaged over the depth and length of the cell. The 
kinetic source/sink terms take a consistent general 
form for all of the constituents^ x 6 x y x O where 
Kisa rate constant, 5 is a stoichiometric coefficient 
(omitted if equal to 1), y is a rate modifier based on 
ambient water temperature, and O is a constituent 
concentration. The term may include rate modifiers in 
addition to that for temperature. The rate constant K 
in this expression is a model input parameter and is 
referenced to 20°C. The stoichiometric coefficient 5 is 
also an input parameter when it is not equal to one. 
The temperature rate modifier takes the form of the 
van't Hoff equation (e.g., McCutcheon and French, 
1989), such that:

(r-20)
v = o 10 = a(T-2Q) nr> y i^io yv » ( L ^)

where T is the water temperature and 6 is an input 
parameter. The code maintained by the USAGE 
employs a temperature rate modifier with both a rising 
and a falling limb for most reactions, thus simulating 
the decline in the rate of biological processes that 
occurs at inhibitory high temperatures. This type of 
formulation requires the specification of an optimum 
range in temperature for the reaction, as well as inhibi 
tory high and low temperatures to properly character 
ize the function. In this version of the model, all 
temperature rate modifiers were replaced with an 
unbounded exponential (eq. 13). This function proba 
bly is more accurate for the (May-October) tempera 
ture range found in the Tualatin River, where it is 
unlikely that temperatures high enough to inhibit bio 
logical processes are ever reached. Equation 13 has 
the additional advantage of requiring only one input 
parameter.

In addition to kinetic source and sink terms, 
several of the constituents are transported vertically 
through settling. The settling term takes the general 
form co (AO / Az), where co is the settling velocity, AO 
is the difference in constituent concentration between 
the current cell and the cell above, and Az is the depth 
of the current cell. The settling velocity for each type 
of particle (algal, detrital, inorganic suspended solid) 
is an input parameter, and is referenced to 20°C.

Carbon

Carbon in this model is partitioned among 
several compartments: water-column biomass

(phytoplankton and zooplankton), other water-column 
organic matter (detritus and dissolved labile organic 
matter), total inorganic carbon, and bottom sediments 
(fig. 6). Equations are presented only for the organic- 
matter compartments. Inorganic carbon is not part of 
the model solution in this application; therefore, that 
compartment acts like an unlimited reservoir that does 
not affect the cycling of carbon among the organic- 
matter compartments.
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Figure 6. The model compartments that contain carbon, 
and the processes that cause carbon to move among 
those compartments in the U.S. Geological Survey 
version of CE-QUAL-W2. (DOM, dissolved organic matter)

Algal biomass increases through photosynthesis 
and decreases through the combined processes of res 
piration, excretion, and predatory and nonpredatory 
mortality. Suspended algal cells also are transported 
vertically through the water column by settling. The 
resulting rate equation for the algal biomass is:

Tt

AO
(14)

where Ofl and Oz are the biomass concentrations of 
phytoplankton and zooplankton, coa is the settling 
velocity of algal cells, AOa is the difference in the con 
centration of phytoplankton between the current cell 
and the cell above, and Az is the depth of the current cell.
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The rate constants Kag, Kar, and Kam are the max
imum rates of algal growth, respiration, excretion, and 
nonpredatory mortality, respectively, at 20°C; Kzg is 
the maximum grazing rate of zooplankton, also at 
20°C. The temperature rate modifier ya applies to all 
the algal processes and y, applies to grazing by zoo- 
plankton.

The growth-rate modifier in CE-QUAL-W2, 
Kag, is set equal to the minimum of a phosphorus, 
nitrogen, and light-limitation factor. The nutrient 
limitation factors use a Michaelis-Menten formulation, 
which requires specification of the half-saturation con 
centrations. The USAGE version of the model utilizes 
a light-limitation factor that is based on describing 
the light-saturation curve with an exponential function 
(Steele, 1962):

a/.

p r P = alze (15)

where a is the initial slope of the light-saturation 
curve, PM is the rate of primary production at optimal 
light intensity, Iz is the light intensity at depth z, P8 
is the rate of primary production at depth z, and 
e « 2.71828. In this version of the model, the light 
limitation was changed and is based on depicting 
the light-saturation curve with a hyperbolic tangent 
function (Jassby and Platt, 1976):

al
(16)

Equation 15 allows for photoinhibition and 
equation 16 does not. At intensities less than satura 
tion, light limitation based on equation 15 exceeds that 
based on equation 16, and the difference can be as 
much as 10 percent. Photoinhibition is not of major 
importance in the Tualatin River (due to the partial 
shading and the large light-extinction coefficient), and 
because equation 16 was found to be a better descrip 
tor of experimental light-saturation curves (Jassby 
and Platt, 1976), it was used. The light limitation is 
the ratio PB I P% . The rate modifier "kag, therefore, is 
given by:

elz\[ 
-,tanh -* , (17)
/ V Js J }

where <I>p is the concentration of orthophosphate 
ohosohorus. cb x, is the sum of ammonia-nitrogen

nitrate-plus-nitrite nitrogen concentrations, hp and 
hN are the Michaelis-Menten half-saturation con 
centrations for phosphorus and nitrogen, 1$ is the 
saturation light intensity equal to eP^ I a, and the 
overbar on the depth-specific light limitation notation 
indicates that it is vertically averaged over the cell 
depth. Light intensity varies continuously with depth 
as determined with Beer's Law, the incident light 
intensity, the reduction in incident light at the surface 
by shading and absorption in the surface microlayer, 
and the light-extinction coefficient. Beer's Law 
and the ancillary algorithms required to use it are 
discussed under Heat Flow in this section. Algal 
excretion is also modified by a light-dependent factor:

(elz 
Kae = 1 - tanh -z

V s .
(18)

which maximizes the excretion rate where algal 
growth is most light limited.

The loss of algal biomass due to zooplankton 
grazing is modified by two factors in addition to the 
temperature rate modifier. The first of these, fzgt 
represents the relative preference of the zooplankton 
for algae as food and requires the selection of two 
preference factors pa, and/?^, for algae and detritus, 
in the range 0-1 (values listed in the Boundary 
Conditions, Reaction Rates, and Forcing Functions 
section):

phosphorus sum of ammonia-nitrogen and

(19)

The second, A,2^, further reduces the zooplankton graz 
ing rate at low food concentrations with a modified 
Michaelis-Menten factor, requiring the selection of a 
half-saturation food concentration hzg and a threshold 
food concentration |iz below which no grazing occurs:

(20)

Zooplankton biomass is increased through graz 
ing and decreased through respiration and mortality. 
Because the zooplankton compartment represents the 
top of the food chain in this model, the zooplankton 
mortality rate must include predatory as well as non- 
predatory mortality. The rate equation is:

(21)
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where <J>r is the concentration of zooplankton biomass. 
The rate constants Kzgt and Kzm are the maximum
possible rates of zooplankton grazing, respiration, and 
mortality at 20°C. All of the zooplankton processes 
share the same temperature modifier, yz . The effi 
ciency of the grazing process is represented by an 
efficiency factor ezg selected in the range 0-1 . The 
fraction of ingested food 1 - ezg that does not contrib 
ute to an increase in zooplankton biomass appears 
instead as a contribution to the detritus compartment. 

Detrital organic matter also constitutes a food 
source for zooplankton; therefore, the flow of nutrients 
between the zooplankton and detritus compartments 
goes in both directions during grazing. Direct grazing 
by zooplankton depletes the detritus compartment 
while simultaneously the inefficiency of grazing sends 
some of the organic matter ingested to the detritus 
compartment. Mortality of phytoplankton and zoo- 
plankton also contributes to this compartment. Detritus 
is depleted by bacterially mediated decay. Each layer 
receives settling detritus from the layer above, and 
where the layer is in contact with the bed sediments, 
settling removes detritus from the water column. For 
this application it was useful to distinguish between 
two types of detritus: the allochthonous detritus that 
enters the system through the tributaries and upstream 
boundary, and the autochthonous detritus that is cre 
ated when algal cells die or pass through zooplankton 
during inefficient grazing. The allochthonous detritus 
consists of small particles in suspension that settle 
slowly; the larger particles making up the autochtho 
nous detritus retain the settling velocity of algal 
cells. The total detrital organic matter, O^, is the sum 
of the detrital organic matter that enters at the bound 
aries, <X>k/,, and the detrital organic matter that origi 
nates as live algal cells, <I>a<#. The resulting equation 
for the rate of change in the detritus concentration is:

d<b( 
~dt

amK Y <Dam 1 a a

The factor Pam determines the fraction of dead algae 
that becomes detrital organic matter, with the balance 
becoming labile organic matter.

The labile organic matter compartment is 
increased through algal excretion and algal mortality. 
Organic matter entering this compartment is rapidly 
recycled as nutrients through a fast decay rate, AT/OW . 
The equation describing the effect of these processes 
on the concentration of labile organic matter is:

  hm = K Jti*-"'ae' 'ae^a

(23)

where O/OOT is the concentration of labile organic 
matter, and y jom is the temperature rate modifier for its 
decay.

Organic matter builds up in the bottom sediment 
when settling detrital and algal particles reach the river 
bottom. Organic matter in this compartment undergoes 
aerobic decomposition that releases nutrients back into 
the water column and creates a:

(24)

where % is the concentration of organic matter 
(OM) in the sediment, Ks is the rate of the aerobic 
decomposition, and y^ is the temperature-dependent 
rate modifier. The sediment organic matter is normal 
ized to the area of each cell that has contact with the 
bottom sediments and has units of g OM/m2 . In 
contrast, in the previous USAGE version of the code, 
the sediment organic matter was normalized to the 
volume of the cell and had units of g OM/m3 . The 
current USAGE version has been updated to reflect 
this surface-area normalization. This change makes 
the application of mass-balance constraints in the 
model more computationally straightforward, and 
sediment concentrations expressed in this way are 
more physically intuitive.

A0>
  oo bdt

dt
A<D

-00 adt
a Az

(22)

where AO^ and AOfl^ are the differences in con 
centration between the current cell and the cell above.

Dissolved Oxygen

Photosynthesis is the sole biochemical producer 
of dissolved oxygen. Oxygen is consumed by several 
biochemical processes: respiration of algae and zoo- 
plankton, nitrification, and the decay of three organic- 
matter compartments: water-column detritus, labile 
dissolved organic matter, and bottom sediments (fig. 7).
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Figure 7. The model compartments and processes that 
influence the dissolved oxygen concentration in the 
U.S. Geological Survey version of CE-QUAL-W2. 
(DOM, dissolved organic matter)

Reaeration is a physical process that transfers oxygen 
across the air/water interface such that the concentra 
tion of dissolved oxygen in the water approaches 
saturation. The rate of change of the dissolved oxygen 
concentration is expressed mathematically as:

DO
dt

lorn lonvlom lorn

' (25)

where 0>DO is the concentration of dissolved oxygen, 
®'DO i § tne concentration at saturation, K^ is the 
nitrification rate, and 6flg, 6flr> 8zr> 8^//3,8^,, §,, and 
8/om are the stoichiometric coefficients defining, 
respectively, the amount of oxygen produced when

organic matter is synthesized, consumed by the 
respiration of algae and zooplankton, consumed by 
nitrification, and consumed by the decay of detrital, 
sediment, or labile organic matter. The factor/^, is the 
fraction of the cell width that is in contact with the 
sediments. The reaeration coefficient EDQ was modi 
fied from that in the USAGE version of the code to 
use water velocity rather than wind speed, making the 
expression more appropriate to a river system:

'Z>0,20°
5.58 £/°-607 

£1.689 (26)

where £7 is the downstream velocity in m/s averaged 
over the water column, D is the average depth of the 
water column in m, and EDO2Q is the reaeration coef 
ficient at 20°C (Bennett and Rathbun, 1972). This 
coefficient is corrected for temperature according to 
the method reported by McCutcheon and French 
(1989):

<r-20) (27)

Phosphorus

CE-QUAL-W2 solves for the concentration of 
bioavailable phosphorus in the form of orthophosphate. 
The model's algorithms assume that orthophosphate is 
consumed during photosynthesis and released by respi 
ration and the decay of organic material (fig. 8).
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Figure 8. The model compartments that contain phosphorus 
and the processes that cause phosphorus to move among 
those compartments in the U.S. Geological Survey version 
of CE-QUAL-W2. (DOM, dissolved organic matter)
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Orthophosphate adsorbed onto inorganic particles set- 
ties and is removed from the water column when those 
particles reach the river bottom. The rate of change of 
orthophosphate is expressed mathematically as:

p _
Tt

+ Klom* Pi lorn* lorn + Kdt*P*dPdt

-K* (28)

where O/> is the concentration of orthophosphate-P, 
dp is the stoichiometric coefficient of phosphorus in 
organic matter, Kp is a linear adsorption coefficient, 
and the last term represents the change in orthophos 
phate concentration due to the settling of suspended 
solids and paniculate iron that have adsorbed phos 
phorus. The solution for the total iron concentration 
<3>Fe is not included in this application due to insuffi 
cient boundary data; nonetheless, adsorption onto iron 
oxyhydroxides may be important in the Tualatin River 
(Mayer, 1995). The inclusion of iron in the calcula 
tions and the adsorption of phosphorus onto iron oxy 
hydroxides is probably an important refinement to 
consider for future modeling efforts in this river, but 
adsorption is not considered in this application, and 
Kp is set to zero.

The USGS version of the model was modified 
by the addition of the factor (1 -//>) to the bottom- 
sediment decay term. The parameter/^ is the fraction 
of phosphorus in sediment organic matter that is not 
released to the water column when that organic matter 
decays. Calibration of the model indicated that this 
factor was needed. Several mechanistic reasons for 
this factor are reasonable. One probable explanation 
is that orthophosphate is adsorbed onto iron oxyhy 
droxides in the surface layer of sediment. For this 
mechanism to be effective at retaining phosphorus 
in the sediments, a large Fe:P ratio is required 
(Jensen and others, 1992). The factor^ could also 
be interpreted to compensate for organic matter in the 
sediments that has aged and has a higher C:P ratio 
than organic matter in the water column (recall that 
dp, unfortunately, is the same for all types of organic 
matter in this model).

Nitrogen

Inorganic nitrogen in CE-QUAL-W2 is treated explic 
itly as either ammonia or nitrate-plus-nitrite nitrogen (fig. 9).
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Figure 9. The model compartments that contain nitrogen and the 
processes that cause nitrogen to move among those compart 
ments in the U.S. Geological Survey version of CE-QUAL-W2. 
(DOM, dissolved organic matter)

The ammonia pool is depleted by algal photosynthesis 
and nitrification. Processes which recycle nitrogen to 
the ammonia pool are respiration by algae and zoo- 
plankton, and the decay of each of the water-column 
organic-matter constituents. The resulting rate equa 
tion for ammonia is:

om lorn

(29)

where O//# is the concentration of ammonia-nitrogen, 
Kffff is the rate of nitrification at 20°C, y//// is the 
temperature rate modifier for nitrification, and 5# is 
the stoichiometric coefficient of nitrogen in organic 
matter. Phytoplankton use ammonia or nitrate nitro 
gen for growth; however, they show a marked prefer 
ence for ammonia-N when it is plentiful (Ambrose 
and others, 1988). The factor fNH indicates the 
relative intensity of this preference, which is based 
on water-column concentrations of both quantities.
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The factor/^/ = O^ /(O^ + O^) in the USAGE 
code has the algae consume ammonia in proportion 
to the contribution of ammonia to the total bioavail- 
able nitrogen in the water column. This factor was 
replaced with an algorithm used in the model WASP4 
(Ambrose and others, 1988):

A

(30)

where hN is the same half-saturation concentration 
that is used to determine the nitrogen limitation to 
algal growth. This algorithm hconcentration of nitrate- 
plus-nitrite is much greater than the concentration of 
ammonia.

The nitrate-plus-nitrite pool is depleted by 
photosynthetic uptake and replenished by nitrification. 
Nitrogen is also recycled to this compartment through 
the decay of bottom sediments. This represents a 
change in the nitrogen cycle from the USAGE version 
of the code, in which nitrogen released from the 
sediments is put into the ammonia compartment. Early 
attempts at calibration of the model showed that this 
change was necessary to avoid building up too much 
ammonia in the water column. The need to change the 
cycling of the nitrogen in this way is indirect evidence 
that nitrification is occurring within the microbe-rich 
bottom sediments, and is supported by the literature 
(Bowie and others, 1985). The rate equation for the 
change in nitrate-plus-nitrite concentration is:

NO3 _

(31)

where C>#0 is the concentration of nitrate-plus-nitrite 
nitrogen.

Total dissolved solids and total suspended solids

Total dissolved solids are treated as a conserva 
tive quantity in CE-QUAL-W2 and, therefore, require 
no kinetic rate equation. They are included in this 
application primarily for their role as a tracer of waste- 
water from the treatment plants, which tends to have 
a high dissolved solids concentration. They are also 
used in the calculation of water density and ionic 
strength.

The suspended solids compartment of the model 
refers only to inorganic suspended solids because 
organic suspended solids are included as detrital or 
algal particles. This constituent is included because it 
affects the attenuation of light with depth in the water 
column. These solids are chemically conservative, but 
they settle through the water column and are removed 
when they reach the river bottom. The rate equation 
for this constituent is:

dt Az
(32)

where <ba is the concentration of inorganic suspended 
solids, CDyj is the settling velocity of those solids, and 
AO^y is the difference in suspended solids concentra 
tion between the current cell and the cell above.

pH

CE-QUAL-W2 simulates the pH of a water 
body using standard chemical-equilibrium relations 
and the assumption that the pH is controlled by the 
chemistry of carbonate. The effects of phosphates, sili 
cates, iron, aluminosilicates, and other constituents on 
pH are not included; however, these species generally 
do not affect the pH in a carbonate system because 
they typically are present in low concentrations or 
have dissociation constants that are outside the rele 
vant range. Assuming that carbonate equilibria are 
dominant, the pH is easily calculated from two quanti 
ties: the total inorganic-carbon concentration (Cj) and 
the alkalinity (Alk).

The relations used to calculate pH from CT and 
Alk are discussed in the user manual (Cole and 
Buchak, 1995) and also can be found in standard 
aquatic chemistry texts (Stumm and Morgan, 1981; 
Pankow, 1991). Nonetheless, a short review is useful. 
Carbonate alkalinity (equivalents/L) is defined as:

Alk = +2[C0f'] + [OH'} - [//+], (33)

where [X] represents the concentration of species X 
(moles/L). The total inorganic-carbon concentration 
(moles/L) is:

CT =

where

= [H2C03} + [C02]. (35)

Using equations 33 and 34, the alkalinity can be repre 
sented solely as a function of CT and the hydrogen ion 
activity
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{//+} (36)

The activity of an ion is simply the concentration of 
that ion (moles/L) multiplied by a dimensionless 
activity coefficient. Therefore,

(37)

where y + is the activity coefficient for //+. The AT* val 
ues in equation 36 are "mixed" equilibrium constants, 
defined as:

*: = {g^  -».*.

{//+}
= AT,

= {//+} [Off] =
K

OH-

(38)

(39)

(40)

K], K2, and Kw are the infinite-dilution equilibrium 
constants for the first and second dissociation reac 
tions of carbonic acid and the dissociation reaction of 
water, respectively. These constants are known quanti 
ties; their values are easily calculated as a function of 
temperature. Activity coefficients for the ions are cal 
culated with an extension of the Debye-Hiickel law 
(see the user manual [Cole and Buchak, 1995]). Given 
values for CT, Alk, the water temperature, and the dis 
solved solids concentration (needed to calculate activ 
ity coefficients), equation 36 can be solved iteratively 
for the hydrogen ion activity and, therefore, the pH 
(pH = -log {#>}).

In the USAGE version of CE-QUAL-W2, 
alkalinity is assumed to be a conservative quantity. It 
is transported, dispersed, and affected by inputs and 
withdrawals, but it is not affected by chemical or 
biological reactions. Although this assumption is not 
necessarily limiting, alkalinity is known to be affected 
by some of the chemical and biological reactions 
included in the model. The USGS version of 
CE-QUAL-W2 was modified to allow alkalinity 
to be affected by nitrification, photosynthesis, and 
algal respiration. Hydrogen ions are produced when 
ammonium is nitrified:

(41)

For every mole of ammonium ions consumed, the 
alkalinity will decrease by two equivalents. The effect 
of photosynthesis on alkalinity depends upon the form 
of nitrogen utilized by the algae. If nitrate is the nitro 
gen source, hydrogen ions are consumed according to 
equation 42 (Stumm and Morgan, 1981):

106C02 + 16M9- +HPOl~ + 122H2 O

+ 18//+ -» "Algae" + 138<92 , (42)

and the alkalinity will increase by 1 8 equivalents for 
every 16 moles of nitrate consumed. If, however, 
ammonium is the nitrogen source for photosynthesis, 
then hydrogen ions are produced according to 
equation 43 (Stumm and Morgan, 1981):

106C<9
"Algae" + 107 <9 + 14//+, (43)

and the alkalinity will decrease by 14 equivalents for 
every 16 moles of ammonium consumed. Algal 
respiration in this model is the reverse of equation 43; 
therefore, algal respiration will increase the alkalinity 
by 14 equivalents for every 16 moles of ammonium 
produced. These photosynthetic alkalinity adjustments 
have only a limited effect on the pH; the changes in 
CT that accompany photosynthesis and respiration 
have the greatest effect on the pH. Nevertheless, these 
adjustments were included.

BOUNDARY CONDITIONS, REACTION 
RATES, AND FORCING FUNCTIONS

In order to simulate flow, temperature, and water 
quality in the Tualatin River, CE-QUAL-W2 requires 
many types of data. The model grid must be defined 
using bathymetric cross sections and longitudinal 
profiles of the river. Surface-water and ground-water 
sources to the river must be defined and measured. 
Withdrawals of water from the river must be located 
and measured or estimated. Meteorological data are 
needed to drive the heat budget and the growth of 
phytoplankton. Chemical and biological reaction rates 
must be measured or estimated. The water quality 
of each of the surface-water and ground-water inflows 
must be measured. These are the data that drive the 
simulations of water quality in the Tualatin River. This 
section describes these data.
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River Bathymetry and the Model Grid

Possibly the most fundamental data used by a 
surface-water model are the bathymetric data used to 
create the numerical grid. This grid is just a simplified 
mathematical representation of the river bathymetry, 
designed to capture the basic channel characteristics 
and the volume of each river reach. It is imperative to 
create a correct representation of the volume of each 
river reach in order to accurately simulate the time 
required for a parcel of water to move through that 
reach. Accurate simulations of the travel time are 
required for this model application because the water 
quality of the Tualatin River is often determined by 
the dynamics of phytoplankton that are transported 
through the river system by its flow.

A numerical representation of the Tualatin 
River's channel from RM 38.4 (Rood Bridge Road) 
to RM 3.4 (Oswego diversion dam) was created from 
cross-sectional and midchannel depth measurements. 
Fifty-two cross sections were measured by USGS 
personnel between August 23 and October 19,1990, 
concentrating on the reach between RMs 3.5 and 
29. Most of the measurements were taken in 
mid-September of 1990. An additional 31 cross 
sections in the RM 3.5 to 27 reach were obtained 
from USA. The USA measurements were taken 
on September 14, 1986, and could be related to the 
USGS cross sections by accounting for differences 
in river stage. Using these cross-sectional data, a 
relation between the cross-sectional area and the 
midchannel depth was recognized. The simplest man 
ifestation of this relation is the excellent correlation 
between the midchannel depth and the mean depth 
(fig. 10).

A continuous midchannel depth profile was 
collected by recording depths from a Lowrance 
sonar device while traveling the river from RM 3.4 
to RM 36.6 in September of 1990. This longitudinal 
profile was used for two purposes. First, these data 
were instrumental in delineating the length and depth 
of several shallow reaches of the river. Shallow 
reaches can be important in enhancing or breaking 
down the vertical mixing of the river; these important 
features of the channel must be defined in the model 
grid. Second, the midchannel depth profile, in 
conjunction with the relation between it and the 
cross-sectional area, was used to infer cross-sectional 
information where cross sections were not measured.
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Figure 10. Relation of midchannel depth to mean depth in the 
Tualatin River. (The correlation coefficient is 0.96.)

Some bathymetric information was also obtained from 
a U.S. Army Corps of Engineers (1953) report.

CE-QUAL-W2 is a two-dimensional model, 
where the longitudinal dimension is along the direc 
tion of flow and the other dimension is in the vertical 
direction; lateral differences are not simulated. The 
model represents the channel bathymetry, therefore, 
with a two-dimensional grid of cells (fig. 11). In this 
grid, each individual layer height is constant from 
the upstream end of the grid to the downstream end. 
Different layers, however, need not have identical 
heights. The longitudinal dimension of the grid is 
made up of a series of segments, and segment lengths 
are not necessarily identical. Each segment of the grid 
is composed of a vertical stack of cells, where each 
cell has a height defined by the layer height, a length 
defined by the segment length, and a width unique to 
that cell. The cross section of an individual segment, 
therefore, is represented as a series of stacked 
rectangles, always increasing in width from bottom to 
top. The bottom of the channel is defined by a bound 
ary cell with a width of zero. The measured cross- 
section data had to be manipulated so that the stacked- 
rectangle representation used by the model gave a 
reasonable approximation of the actual cross-sectional 
area (fig. 12).
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Figure 12. The stacked-rectangle representation of a cross 
section used in CE-QUAL-W2.

The numerical grid that represents the Tualatin 
River from RM 38.4 to RM 3.4 is composed of 155 
segments and 16 layers. The choice of these grid 
dimensions was dictated mainly by the characteristic 
spatial scales of the river. During summertime 
low-flow periods, much of the main-stem Tualatin 
River from RM 30 to RM 3.4 is slow moving and 
placid. This reach has many of the characteristics of a 
lake; certain sites may stratify for weeks at a time. To 
capture this stratification and its associated water- 
quality consequences, it is necessary to discretize the 
grid vertically on a scale smaller than the thickness of 
the upper stratified layer, which is often 10 feet. In 
addition, light extinction in the Tualatin River is rapid. 
To capture differences in algal productivity and water 
quality with depth, a vertical discretization on the 
order of 2 feet is required. Most of the layers of the 
model grid, therefore, were chosen to be 2 feet in 
height. The length of most segments, set at 1,480 feet, 
was a compromise between the need to minimize lon 
gitudinal numerical dispersion and the need to mini 
mize the time required to complete a simulation. The 
QUICKEST numerical solution method used by 
CE-QUAL-W2 expands the acceptable range of the 
Peclet number considerably (Leonard, 1979); these 
segment lengths were sufficiently short to avoid 
numerical instabilities. The lengths of a few shorter 
segments were specified according to the lengths of 
specific shallow or deep features of the channel. A 
model grid with more, shorter segments would give 
only slightly more accurate results, but would require 
more computer time to simulate. The cell lengths, 
heights, and widths that define the model grid for the 
Tualatin River are tabulated in Appendix B.

Throughout this report, references are made 
to several important locations along the main stem 
of the Tualatin River. Three important landmarks, 
for example, are RM 26.9 (Scholls Bridge), RM 
16.2 (Elsner Road), and RM 5.5 (Stafford Road).

These three are particularly important because many 
water-quality samples were collected at these sites for 
calibration purposes.

Discharge

A complete water budget for the main stem 
of the Tualatin River must include the major point 
sources (tributaries and wastewater-treatment plants 
[WWTPs]), nonpoint sources (small tributaries, seeps, 
tile drains, and ground water), irrigation withdrawals, 
surface-water diversions, precipitation, and evapora 
tion in addition to the upstream and downstream 
boundary discharges. In the river reach from RM 38.4 
(Rood Bridge) to RM 3.4 (Oswego diversion dam), 
lOtributaries were considered large enough to be 
explicitly included in the model. Both of the two 
large WWTPs discharge their effluent into this reach; 
these point sources are also included in the model 
as tributaries. One major diversion is present in the 
model reach; the Oswego canal is located at RM 6.7. 
Irrigation withdrawals are an important part of the 
water budget, and were distributed spatially at a num 
ber of locations in the model reach. A representation 
of the model reach is illustrated in figure 13, including 
the locations of all point sources and sinks.

Surface-Water Inflows

Gages continuously monitored the discharge at 
the upstream boundary of the model reach (RM 38.4) 
and at the Rock Creek and Durham WWTPs during 
the 1991 through 1993 period, and in one of the large 
tributaries (Fanno Creek) during 1992 and 1993. For 
Rock Creek (North) and the small tributaries that were 
not continuously monitored, intermittent discharge 
measurements were made by personnel from USGS 
and the Oregon Water Resources Department. 
These measurements were used to create gage 
height/discharge relations (rating tables), which in 
turn were used to estimate the discharge when only a 
gage height was recorded. Gage heights were noted 
whenever a water-quality sample was collected. For 
some of the small tributaries whose gage heights were 
read only intermittently, the discharge was sometimes 
estimated on the basis of the hydrographs of similar 
streams in the Tualatin River Basin or in neighboring 
drainage basins. All of the discharge data necessary 
to the model have been documented by Doyle and 
Caldwell(1996).
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Tualatin River Model Reach

Location
River 
mile Source/Sink

River 
mile

Rood Bridge Road 38.4
Rock (N) Creek and RC WWTP 38.1

Butternut Creek 35.7

Farmington Road 33.3 Irrigation withdrawal

Christensen Creek 

Burris Creek

33.5

31.9

31.6

Scholls Bridge

QA Site

26.9

23.2

Irrigation withdrawal 

Baker and McFee Creeks

Irrigation withdrawal

Irrigation withdrawal

28.5

28.2

23.4

18.4

Elsner Road 16.2

Rock (S) and Chicken Creeks 15.2

Irrigation withdrawal 13.4

Highway 99W 11.6

Cook Park 9.9

Boones Ferry Road 8.7

Stafford Road 5.5

Oswego diversion dam 3.4

Fanno Creek and Durham WWTP 9.3 
Irrigation withdrawal 8.6

Nyberg Creek 
Oswego Canal

Irrigation withdrawal

7.5 
6.7

3.6

Figure 13. Schematic representation of the Tualatin River with the locations of tributaries, withdrawals, and sampling sites. 
(N, north; RC, Rock Creek; WWTP, wastewater-treatment plant; S, south; W, west)
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Surface-Water Withdrawals

Irrigation withdrawals and one major diversion 
are important parts of the water budget of the Tualatin 
River. The Oswego canal diverts a large amount of 
water (about 60 f?/s) from the Tualatin at RM 6.7. 
Flow in the canal is continuously monitored; these 
data are used directly in the model. Accurate mea 
surements of irrigation withdrawals as a function of 
location and time, however, were not available. These 
withdrawals, therefore, were estimated using known 
water rights and a measured relation between irriga 
tion needs and meteorological conditions.

The probability that individual irrigators will 
exert their water right on a particular day depends 
upon whether water is needed, and that need is 
dependent upon the weather. One gaged withdrawal 
on the Tualatin River that illustrates this relation 
between need and the weather is the Spring Hill 
Pumping Plant operated by the Tualatin Valley 
Irrigation District (TVID) at RM 56.1. This pumping 
station feeds river water into a pipeline network that 
serves roughly 10,500 acres of agricultural land. 
Assuming that the water use per acre on the TVID 
network is similar to that of irrigators that withdraw 
their water directly from the river, an estimate of water 
withdrawal as a function of location and time can be 
generated using the acreages associated with known 
water rights. Water rights for Tualatin River water can 
be divided into two groups: TVID-permitted water 
rights and State water rights. During any one summer, 
not all of the State water rights may be used. For the 
purposes of this study, it was assumed that only 
50 percent of the acreage served by State water rights 
was receiving Tualatin River water (Jerry Rodgers, 
Oregon Water Resources Department, oral commun., 
1992). All of the TVID-permitted acres were assumed 
to be irrigated. For the sake of simplicity, the TVID 
and State acreages were divided into seven groups 
according to their location on the river (table 2). Over 
the May through October periods of 1991-93, the 
amount of water withdrawn from the river to irrigate 
those acres was estimated using the pumping-rate- 
per-acre statistics of the TVID pumping station. 
These withdrawals can amount to a significant loss 
of water from the river in the summer (fig. 14). 
Measured discharges for the Oswego canal and the 
Spring Hill Pumping Plant are documented by Doyle 
and Caldwell( 1996).

Table 2. Irrigated acres used to estimate water withdrawals
[TVID, Tualatin Valley Irrigation District]

Estimated
Acres acres Total Segment In 
served served by Irrigated grid where 

River reach by TVID State acres withdrawal 
(river miles) permits water rights (estimate) is applied

38.4-33.3
33.3-28.3
28.3-23.3
23.3-18.2
18.2-13.2
13.2-8.4
8.4-3.4

743
828
955
407
320

0
0

589
587
442
370
176
168
85

1,332
1,415
1,397
111
496
168
85

19
37
63
87
108
129
154
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Figure 14. Estimated water withdrawals from the modeled 
reach of the Tualatin River for irrigation, May-October of 
1991-93.

Downstream Outflow

Water leaves the model grid at the downstream 
boundary by flowing past the Oswego diversion dam 
at RM 3.4. The Oswego diversion dam is composed of 
three structures that transmit water: a broad, flat- 
crested, cement weir; a fish ladder; and a submerged 
"fish attractor" pipe located near the fish ladder. The 
hydraulic properties and physical dimensions of each 
of these structures, in conjunction with the water- 
surface elevation behind the dam, control the rate at 
which water flows past the dam. The dimensions and 
hydraulic properties of the fish ladder and the pipe are 
shown in table 3.
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Table 3. Physical dimensions and hydraulic parameters of 
the fish ladder and the fish attractor pipe
[NGVD, National Geodetic Vertical Datum of 1929;  , dimensionless]

Structure Parameter Value Units

Fish Elevation above NGVD of 1929 
ladder width

Discharge coefficient

Fish Length 
attractor Diamcter

Entrance loss coefficient
Hazen-Williams friction coefficient

100.5 feet
6.0 feet

.62  

feet 
feet

28.4
2.5

10  
110  

These values were measured either by USGS 
personnel or by members of Dr. Scott Wells' research 
group at Portland State University. The effective 
dimensions (elevation and width) and hydraulic 
characteristics (discharge coefficient) of the cement 
weir do not remain constant over the course of a 
summer.

The effective dimensions and hydraulic 
properties of the cement weir are periodically changed 
by employees of Lake Oswego Corporation in an 
attempt to regulate the water surface behind the dam. 
The water surface is elevated so that river water may 
be diverted into the Oswego canal (RM 6.7) without 
a pump. Regulation of the water surface behind the 
dam is achieved by placing "flashboards" on top of the 
cement weir. These "flashboards" are simply wooden 
boards, usually plywood in squares 4 feet wide, that 
are propped up to prevent water from flowing over 
part of the dam. If necessary, the entire width of 
the cement weir can be blocked with 47 of these 
"flashboards". The effective width of the cement weir, 
therefore, ranges from 0 to 188 feet. If the entire weir 
is blocked with "flashboards", water can flow over 
the top of any short "flashboards", if any are present. 
In this case, the broad-crested weir becomes a sharp- 
crested weir with a higher elevation and a restricted 
width. The base elevation of the cement weir is 
100.5 feet above sea level. Changes in weir shape 
are manifested in the value of the weir coefficient. 
The hydraulic properties of the dam can also change 
if debris builds up behind it or on its crest. The time- 
varying dimensions and hydraulic characteristics of 
the cement weir are discussed in the Calibration 
section.

Nonpoint Inflows

CE-QUAL-W2 provides a mechanism to add 
water to the grid from a nonpoint (spatially distributed) 
source. In addition to providing a means of adding 
ground water to the river, this "distributed tributary" 
option can be used to account for the contributions of 
small, ungaged, point sources such as small tributaries, 
seeps, and tile drains. An exact quantification of the 
discharge from ungaged and nonpoint sources is, by 
definition, impossible. Estimates may be made, but 
such estimates usually prove to be inadequate. For 
example, it is known from measurements taken by 
USGS personnel that ground water discharges into the 
main stem of the Tualatin River during the low-flow 
summer months (Rounds and others, U.S. Geological 
Survey, unpub. data, 1993). These measurements of 
ground-water seepage showed slow, positive seepage 
amounting to roughly 2 ftVs in the model reach. The 
actual amount of ground-water discharge at a particular 
site, however, depends upon the hydraulic conductivity 
of the river bottom, a quantity that is spatially 
heterogeneous and poorly characterized. Even if the 
ground-water discharge were well characterized, the 
discharge of the many ungaged seeps, tile drains, and 
small tributaries would still be unknown, and would 
probably contribute much more water than the ground- 
water source. Therefore, the best method of estimating 
the total nonpoint contribution of water to the model 
reach is to simulate the discharge of the river without 
using a nonpoint source and compare that discharge to 
actual discharge measurements at the same site.

The best site to compare simulated and measured 
discharges to quantify the nonpoint source contribution 
is the downstream boundary of the model grid because 
it shows the effect of the distributed source on the 
entire model reach. The simulated flow past the 
Oswego diversion dam (RM 3.4) is easily compared to 
the continuously monitored discharge of the Tualatin 
River at RM 1.8 (West Linn). No significant tributaries 
or diversions are present on the river between RMs 3.4 
and 1.8. This comparison of discharges and the 
resulting estimate of the nonpoint source of water to 
the model grid are discussed in the Calibration section. 
The measured discharge of the Tualatin River at 
RM 1.8 is documented by Doyle and Caldwell (1996).

The regional ground-water discharge for the 
entire model reach was assumed to be 2 ft /s, a 
rate that is consistent with a limited number of direct
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measurements. If the total discharge from the distrib 
uted tributary was less than 2 ft3/s at any time, then 
the entire amount was assumed to be regional ground 
water. If, on the other hand, the total discharge 
exceeded 2 ft3/s at any time, then the balance of the 
water was assumed to come from a second source 
composed of small tributaries, seeps, and tile drains. 
Generally, the volume of nonpoint-source water 
decreased as the low-flow period progressed, but no 
clear seasonal functionality was apparent. The temper 
atures and water qualities of these two types of sources 
are discussed in the Heat Flow and Water Quality sub 
sections of this Boundary Conditions, Reaction Rates, 
and Forcing Functions section.

Heat Flow

The source of the meteorological data and the 
methods used to estimate the light-extinction coeffi 
cients and the distributed-tributary temperature are 
discussed in this section.

Meteorology

Several meteorological parameters are required 
to drive the heat budget and the algal growth within 
CE-QUAL-W2. These parameters are (1) solar 
insolation, (2) air temperature, (3) dew-point 
temperature, (4) wind speed, (5) wind direction, 
(6) precipitation rate, and (7) precipitation temperature. 
Solar insolation data were collected hourly during the 
May through October months of 1991-93 using a 
Li-Cor LI-190SA quantum sensor mounted on top of 
one of the Durham WWTP buildings. This site is 
located near RM 9.3 and, therefore, provides insolation 
data that are fairly representative of the part of the 
model reach where most of the algal activity occurs. 
The raw data are documented by Doyle and Caldwell 
(1996). Daily values of dew-point temperature, wind 
speed, wind direction, rainfall amount, and minimum 
and maximum air temperature were obtained from the 
Agrimet weather station near Forest Grove, Oregon. 
This weather station, maintained by the TVID, is 
located on the valley floor and upstream of the model 
reach. These data are documented elsewhere (Doyle 
and Caldwell, 1996). Rainfall temperatures were esti 
mated as the mean of the minimum and maximum air 
temperatures; almost any value, however, could have 
been used because the heat flux due to rainfall was 
insignificant in this summer period.

Quantum sensors measure solar insolation in 
terms of the number of photons in the 400 to 700 nm 
wavelength range that strike a unit horizontal area in a

unit period of time. Light in this range of wavelengths 
is the energy source for photosynthesis and is called 
"photosynthetically active radiation" or PAR. 
Although a measurement of PAR is convenient when 
studying photosynthesis, the heat budget of the model 
requires solar insolation input from the entire spec 
trum of wavelengths, in units of energy rather man 
quanta. Morel and Smith (1974) studied the ratio of 
quanta to energy for PAR under a wide variety of 
solar angles and meteorological conditions; they 
found a mean quanta to energy ratio of 2.77xl0 18 
quanta/sec/ Watt. The standard deviation of their mea 
sured ratio was only 0.58 percent, and no statistically 
significant differences in the ratio were found as a 
function of solar angle or cloud cover. The measured 
ratio of Morel and Smith (1974), therefore, was used 
to convert measurements of quanta flux into units of 
energy flux.

A relation between the solar energy flux in 
the 400 to 700 nm wavelength range and the corre 
sponding energy flux of the entire solar spectrum 
(280 to 2800 nm) was obtained by comparing the 
response of a quantum sensor to that of a pyranometer. 
Side-by-side, hourly measurements of solar insolation 
by these two sensors (a Li-Cor LI-190SA quantum 
sensor and a Li-Cor LI-200SZ pyranometer) were 
obtained as part of another USGS study (Anderson 
and others, 1994). These data were measured at the 
Winston-Green WWTP on the South Umpqua River, 
Oregon, during 1991 and 1992. Using only the 
daytime measurements in the May through October 
periods, the following correlation was obtained:

= 2.342 0.3, (44)

where Epuu is the full-spectrum solar insolation in 
W/m2 and EPAR is the solar insolation in the 400 to 
700 nm wavelength range, also in W/m2 . This cor 
relation was performed with 2,185 data points and 
produced a correlation coefficient of 0.999. This 
relation was used to convert the hourly measurements 
of PAR at the Durham WWTP into hourly estimates 
of the full-spectrum energy flux.

CE-QUAL-W2 requires the air temperature in 
the heat transfer equations. Daily minimum and maxi 
mum air temperatures, however, were not sufficient. 
Because solar insolation data were available on an 
hourly basis, hourly air temperatures were estimated 
from the daily extremes. Assuming that the minimum 
and maximum air temperatures occurred at 5:30 a.m. 
and 3:30 p.m. each day, a simple sinusoidal curve 
was used to estimate hourly air temperatures (fig. 15).
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Figure 15. Example of the estimation of hourly air temper 
atures from a sinusoidal fit to daily minimum and maximum 
values.

Light Absorption

Vertical water-temperature variations are 
strongly affected by the absorption of solar energy. 
The conversion of light energy to heat energy is 
modeled with Beer's law (eq. 11), where the 
extinction coefficient is a function of the suspended 
solids and algal concentrations. The extinction 
coefficients associated with these constituents were 
estimated using a multiple linear regression of 
measured extinction coefficients against measured 
concentrations of total suspended solids (TSS) and 
chlorophyll-a. All data from RMs 26.9, 16.2, and 
5.5 during 1991 and 1992 were combined in the 
regression. Algae and inorganic suspended solids 
are separate constituents in CE-QUAL-W2, but 
algal particles are included in measurements of TSS; 
therefore, biomass calculated from chlorophyll-a 
measurements was subtracted from TSS for the 
regression. The resulting regression model is:

. I ^ aC:chla^ "tot = ass\*tss     *chla

(45)

where 3>to and 0>chia a*"6 ^e measured concentrations 
of TSS and chlorophyll-a, aC:ch|a is the ratio of carbon 
to chlorophyll-a in algal biomass (25 mg/mg), 8^ is 
the stoichiometric coefficient for carbon in organic

matter (0.5 mg/mg), and the d values are the statistical 
estimates of the extinction coefficients for suspended 
solids, algae, and water. The regression model pro 
duced an r2 of 0.56, an ass of 0.043 L/mg/m, an aa of 
0.13 L/mg/m, and an ct^ of 1.002 m" 1 . Extinction 
coefficients measured in the Tualatin River are typical 
of those measured in turbid, eutrophic lakes (Cole and 
Buchak, 1995).

A significant fraction of the incident solar radia 
tion is absorbed at or near the surface of the river. That 
fraction, designated as p in equation 11, represents 
the light absorbed by organic material in the surface 
microlayer as well as much of the infrared and 
ultraviolet light that is easily absorbed by water. 
Light transmitted to greater depths is predominantly 
characterized by wavelengths in the 400 to 700 nm 
range. Literature values for p range from 0.4 to 0.75 
(Eagleson, 1970). If only the 400 to 700 nm wave 
length range of light were transmitted beyond the river 
surface, then p would be given by:

(46)
Full

Combining this result with equation 44, a value 
of 0.57 would be estimated for p. Because some infra 
red light is transmitted beyond the river surface, this 
estimate is probably too high, and p was chosen to be 
0.53 for this application.

Nonpoint Inflows

The distributed tributary used in this application 
represents two sources of water to the Tualatin River. 
Regional ground water was assumed to provide a base 
flow of up to 2 ft3/s; measurements of the temperature 
of that water showed a mean temperature of roughly 
13.5°C. The balance of water in the distributed tribu 
tary was assumed to be due to ungaged tributaries, 
seeps, and tile drains. These sources are characterized 
by water temperatures that vary seasonally. On the 
basis of data from the small tributaries, the temper 
ature of these sources was assumed to be 14°C on 
April 30 and October 27 and to vary sinusoidally in 
between, with a maximum temperature of 20°C. The 
temperature of the distributed tributary was calculated 
by combining the discharges from these two sources.

Water Quality

The Tualatin River and its tributaries have 
been sampled for various water-quality constituents
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for many years, but a more extensive monitoring 
program was implemented in the spring of 1991 and 
continued through the fall of 1993. Sampling was 
concentrated during the 6-month period May 1 to 
October 31 of each year. A detailed description of 
the sampling methods and the analytical procedures 
used, and an electronic record of the data, has been 
published by Doyle and Caldwell (1996). Primary 
production data and phytoplankton and zooplankton 
abundances are also included in that report. For the 
purposes of this discussion, the data sets that provided 
boundary conditions, calibration data, and some of the 
parameters for the modelling effort are summarized in 
table 4.

Boundary Conditions

The upstream boundary and 10 tributaries that 
empty into the main stem were sampled approximately 
weekly for water-quality parameters (table 4). Several 
of the smaller tributaries were sampled less frequently 
or not at all in 1993 because the data from the previous 
2 years indicated that their effect on overall budgets 
was negligible. WWTP effluent was sampled approxi 
mately twice weekly, with the exception of dissolved 
oxygen, which was measured daily.

Total phosphorus is not a compartment in 
CE-QUAL-W2; rather, it can be derived from the 
orthophosphate and organic-matter compartments in 
the model, using the appropriate stoichiometry. It was 
necessary, therefore, to establish a method for calcu 
lating the boundary conditions such that the total 
phosphorus entering the system was correct, according 
to the field measurements. In order to incorporate the 
total phosphorus data into the boundary conditions, 
the amount of detrital organic matter entering at the 
boundaries was calculated such that the total phospho 
rus at the boundaries matched the available data. This 
was done by calculating the phosphorus incorporated 
in algal biomass, and subtracting this and the ortho- 
phosphate concentration from the measured concen 
tration of total phosphorus. The relationship between 
total phosphorus, chlorophyll-a, and orthophosphate 
measurements at the boundary is:

*«<»-/> = s/> (47)

where Oto,. p, Oc/,/a, and O/> are the measured con 
centrations of total phosphorus, chlorophyll-a, and 
orthophosphate, respectively, and 6^ 6^, and Ccxhia 
are defined in table 5. Equation 47 was solved for the

concentration of detrital organic matter at the bound 
ary, <D<ft. If the detrital organic-matter concentration 
calculated in this way was negative, it was set to zero.

Concentrations of water-quality parameters also 
had to be specified for the nonpoint-source input that 
accounts for ground water, ungaged tributaries, seeps 
and tile drains. This source is characterized by a single 
time-dependent concentration of each water-quality 
constituent in a manner analogous to that for a point 
source. The concentration and the discharge determine 
the total load of each constituent to the model reach; 
this load is then distributed evenly over the entire 
length of the model grid.

Because the nonpoint-source input accounts for 
both ground water and surface water, its concentration 
is determined by the mixing of two water types. The 
first water type is typical of ground water entering 
the system. Constituent concentrations in this water 
were set at 1.69 mg/L PO4-P, 1.02 mg/L NH3-N, 
0 mg/L NO3-N, 203 mg/L total dissolved solids, 
4.3 mg/L chloride, and 0 mg/L dissolved oxygen. 
These concentrations were based on instream well 
data from RMs 36.8, 33.4,27.0, and 20.8 obtained 
during the summer of 1993 (Doyle and Caldwell, 
1996). The second water type, typical of surface water 
entering the system, was given concentrations of 
0.10 mg/L PO4-P, 0 mg/L NH3-N, 0.1 mg/L NO3-N, 
181 mg/L total dissolved solids, 16.6 mg/L chloride, 
and dissolved oxygen at saturation, and is a composite 
of several of the smallest tributaries that were rou 
tinely sampled. The concentrations typifying small 
surface-water sources need not be very accurate 
because their small loads do not significantly affect 
the concentration in the receiving water. The con 
centrations typifying ground water are high enough, 
however, that the resultant load does contribute signif 
icantly to the nutrient budgets, particularly that of 
phosphorus. Most of the uncertainty in this ground- 
water load comes from uncertainty in the discharge, 
rather than the concentrations. Because the part of 
the nonpoint-source discharge attributed to ground 
water was known on the basis of seepage meter 
measurements (Rounds and others, U.S. Geological 
Survey, unpub. data, 1993) to be significant but highly 
variable, it was purposefully specified conservatively 
(never exceeding 2 ftVs, a small part of the total 
nonpoint-source discharge during most of the modeled 
period). Thus, by design, errors in the resultant load 
are more likely to underestimate than overestimate 
the contribution of the ground water to the nutrient 
budgets.
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Table 5. Model parameters for the phytoplankton rate equation
[Type: 1, from literature; c, calibration parameter, m, measured value. C, carbon; mg, milligrams; P, phosphorus; OM, organic matter, N, nitrogen; L, liter; 
W, Watts; m, meters; °C, degrees Celsius; m/day, meters per day]

Symbol

Kag

Kam

KOC

KCUT

°C:c«fl

6C

dp

5*

**

hp

's
<*w

a«
«a

P

®a
ea

Description

Maximum (light- and nutrient-saturated) algal growth rate at 20°C
Maximum algal nonpredatory mortality rate
Maximum algal excretion rate
Maximum algal respiration rate

Ratio of carbon to chlorophyll-a in algal biomass

Stoichiometric coefficient for carbon in OM (dry weight)
Stoichiometric coefficient of phosphorus in OM (dry weight)
Stoichiometric coefficient of nitrogen in OM (dry weight)

Michaelis-Menten half-saturation constant for nitrogen limitation to algal growth
Michaelis-Menten half-saturation constant for phosphorus limitation to algal growth

Saturating light intensity for algal photosynthesis
Baseline light-extinction coefficient
Light extinction due to inorganic suspended solids
Light extinction due to phytoplankton
Fraction of incident light absorbed at water surface

Algal settling velocity at 20°C
Temperature-adjustment coefficient for algal processes

Type

c
1
c
c

m

1
1
1

1
m

m
m
m
m
m

m
1

Value

4.5-6.0 day' 1
0.0 day" 1
0.15 day' 1
0.15 day' 1

25 mg C / mg chl-a

0.5 mg C / mg OM
0.011 mgP/mgOM
0.08 mg N / mg OM

0.008 mg/L
0.005 mg/L

177W/m2
1.002m- 1

0.043 L/mg/m
0.13L/mg/m
0.53

0.5 m/day
1.072

Initial Conditions

Initial conditions of water-quality compartments 
are not very important for this application because the 
model "self initializes" within one residence time, 
that is, the time for the boundary conditions at the 
upstream boundary to be transported through the 
model reach. The high spring flows that start the 
simulations each year guarantee that this will happen 
within a few days; therefore, the best means of initial 
ization is to ignore the first few days of the simulation 
in each year.

The sediment compartment is an exception; 
initializing this compartment is important because it 
establishes the baseline SOD for the entire simulation. 
Measurements of SOD obtained from 1992 through 
1994 were used to determine how the initialization 
should be done. The method used to obtain the SOD 
measurements is described by Caldwell and Doyle 
(1995) and by Rounds and Doyle (1997). These data 
are compiled in figure 16. The strategy of sampling 
at several locations, and both early and late in the 
season, was designed to capture any seasonal or 
spatial dependence in the SOD due to the growth and 
decline of large algal populations. There is no overall 
trend, although values at RM 5.5 do have a signifi

cantly higher median value than at the rest of the sites 
(Rounds and Doyle, 1997). This site is unusual, 
however, in that it is deeper than most other locations 
and bordered by shallow sills both upstream and 
downstream; therefore, the larger SOD rates observed 
at this site may not be representative of other locations 
in the model reach. Otherwise, no statistically signifi 
cant seasonal or spatial dependence was found in these 
data; this result guided the approach to initializing the 
sediment compartment. It was concluded that the SOD 
in the Tualatin is determined primarily by a large accu 
mulation of organic matter on the bottom of the river 
that decays slowly, is replenished somewhat by the 
settling of algal cells and detritus, and is not signifi 
cantly depleted over a period of 6 months. A tempo 
rally consistent SOD is obtained in the model with a 
very slow decay rate such that only a small fraction of 
the organic matter in the sediments is depleted over 
the 6-month period of simulation. The sediment decay 
rate Ks was chosen such that approximately 10 percent 
of the sedimentary organic matter would be depleted 
in 6 months, or Ks = 5 x 10'* day" 1 . The initial 
sediment organic-matter content was then calculated 
using the equation:

°2 demand (48)
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Figure 16. Sediment oxygen demand measured in the 
Tualatin River from 1992 through 1994, as a function of 
river mile.

where O^ demand i§ me desired rate of SOD, cpj is the 
initial concentration of organic matter in the sediment 
(g/m2), and 85 is the oxygen stoichiometric coefficient 
for decay of sedimentary organic matter. The value of 
02 demand usec* was ! & g O2/m2/day. This value is 
somewhat lower than indicated by an appropriate 
statistic such as the median of all the data, which is 
2.3 g O2/m2/day. A value on the low side was chosen 
as representative of the entire sediment surface area 
because the SOD measurements are representative 
of only the fraction of the sediment surface area soft 
enough to seat the measuring chambers. Some fraction 
of the bed sediment area is hard clay, into which the 
SOD chambers are not easily seated, and which 
probably exerts a lower oxygen demand. When aver 
aged over the entire sediment surface area, therefore, 
the effective SOD should have a slightly lower value 
than indicated by the measurements.

Model Parameter Values

The model requires a set of input parameters 
to solve each of the rate equations presented in the 
Algorithms section. Each parameter must be measured 
either as part of the data collection effort, taken from 
the literature, or treated as a calibration parameter. 
Because the model requires many input parameters,

it is not practical to treat all or even most of them as 
calibration parameters. The model parameters are 
summarized in tables 5-9, where each is designated 
as being calibrated (type "c"), measured (type "m") 
or taken from the literature (type "1"). The set of 
parameters that were treated as true calibration param 
eters and adjusted to give the best agreement between 
the modeled and observed concentrations was rela 
tively small. These calibration parameters were the 
maximum algal growth rate (Kag), the maximum algal 
excretion rate (Kae), the maximum algal respiration 
rate (Kar), the maximum zooplankton mortality rate 
(Kzm), the detrital settling velocity (G><#), and the frac 
tion of sediment phosphorus that is unrecoverable (//»). 
Experience simulating the Tualatin River with 
CE-QUAL-W2 indicated that these five parameters 
represent the minimum required degrees of freedom 
to calibrate the model for all of the water-quality 
constituents. In addition, the model is particularly sen 
sitive to the values of these parameters, and each one 
governs an important step in the cycling of nutrients 
through the system. Calibrated values for the algae 
and zooplankton parameters were within literature 
ranges. These parameters are discussed in more detail 
in the Calibration section.

The remaining 38 water-quality parameters 
were assigned values and not varied as part of the cali 
bration. Twelve of these were based on measurements 
made as part of the data collection effort. The litera 
ture, including other modeling applications, was relied 
on to provide values for the rest. Comprehensive lists 
of literature values provided by Bowie and others 
(1985) and the users manual for CE-QUAL-W2 (Cole 
and Buchak, 1995) were particularly useful. Estimates 
of a parameter in the literature often cover a large 
range, which casts some doubt on the reliability of any 
single value. Sensitivity results are not included in this 
discussion, but extensive experience with running the 
model and varying many parameters provided a basis 
for evaluating model sensitivity, and the uncertainty in 
the parameters taken from the literature is ameliorated 
somewhat by the fact that the model is, in general, not 
as sensitive to those parameters.

Table 5 summarizes the parameters required by 
the model to solve the rate equation for algal biomass, 
and the values used in the Tualatin River application. 
The model results are very sensitive to the choice of 
the maximum algal growth rate, and a single value for 
this parameter proved inadequate. Measurements 
of primary productivity were available, but these 
data do not constitute a direct measurement of Kag.
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Assimilation numbers (ng C/ng chl-a/hr) incorporate 
whatever environmental limitations to growth are 
present in the sample and, therefore, do not necessarily 
capture the theoretical maximum rate that is not lim 
ited by light or nutrients. They also depend directly on 
cellular composition, which is not concurrently mea 
sured and varies with species and cell size. Therefore, 
the primary productivity data were used as a rough 
guide to the probable seasonality in Kagi and to set 
reasonable limits on its value, but Kag was treated as a 
calibration parameter. Bowie and others (1985) report 
Kag values from 0.6 to 5 day" 1 for diatoms, which 
dominate the Tualatin River assemblage. The range 
ofKag used in the Tualatin River simulations is 4.5 to 
6 day" 1 , which is at the high end of values reported 
in the literature, but well within the range indicated 
by the measured assimilation data and the measured 
cellular carbon:chlorophyll-a ratio. The seasonality of 
Kag is discussed in detail in the Calibration section.

Nutrient limitation of the algal growth rate is 
determined by Michaelis-Menten kinetics as described 
in the Model Description section, which requires the 
specification of the half-saturation constants hp and 
hN. The half-saturation constant for nitrogen limitation 
hN (0.008 mg/L) is within the range of literature values 
but does not play an important role in this application 
because nitrogen concentrations almost never reach 
limiting levels. The half-saturation constant for phos 
phorus limitation hp (0.005 mg/L) is representative 
of values measured for the Tualatin River 
(U.S. Geological Survey, unpub. data, 1993).

In some models, the use of a Michaelis-Menten- 
type nutrient limitation based on extracellular nutrient 
concentrations has been replaced with a set of equa 
tions that decouples nutrient uptake from nutrient 
assimilation (Collins, 1980; Cunningham, 1996; 
Fernandez and others, 1997). In these "variable 
stoichiometry" models, extracellular and intracellular 
concentrations of the nutrient are calculated sepa 
rately. Nutrient uptake is faster than nutrient assimila 
tion and is dependent on both external and internal 
nutrient concentrations, whereas the slower rate of 
assimilation is dependent only on internal nutrient 
concentrations.

The most important consequence of the decou 
pling of the uptake and growth processes is that "lux 
ury" uptake is enabled; that is, the algae can take up a 
nutrient when it is in excess and store it for use at a 
later time when the same nutrient is in short supply. 
The practical effect of luxury uptake is to create a time 
lag between the apparent depletion of a nutrient and

the effect of the depletion on growth, as nutrients are 
first depleted externally by the more rapid uptake step, 
and then depleted internally by the slower assimilation 
step. This time lag is most important when changes in 
the nutrient supply are "abrupt," and least important 
when changes in the nutrient supply are "gradual," 
where "abrupt" and "gradual" are measured relative to 
the time scale of algal growth.

DiToro and Connolly (1980) have shown 
formally that the Michaelis-Menten formulation 
closely approximates the variable stoichiometry 
formulation under conditions approaching steady 
state, that is, as long as the nutrient concentration is 
fairly steady over the time scale of algal growth. 
Because the variable stoichiometry formulation 
requires two more parameters than the 
Michaelis-Menten formulation in CE-QUAL-W2 in 
order to describe the additional assimilation step, its 
use should be carefully justified. Both formulations 
are in reality empirical descriptors of observed data, 
and the requirement of parsimony dictates that the best 
descriptor is that which provides an adequate 
description of the observations with the least number 
of unknown parameters.

In the Tualatin River application, the possibility 
of luxury uptake of nutrients in the upper river, to be 
used to supplement growth in the lower river, was 
considered. Changes in the nutrient supply to the algae 
as water moves downstream are gradual, however, and 
it is unlikely that the added complexity of the variable 
stoichiometry formulation is justified. The Michaelis- 
Menten formulation should provide an adequate 
description of the dependence of growth on nutrient 
concentration, provided the half-saturation constants 
are appropriate; therefore, the original formulation 
was retained.

The stoichiometry of the algal cells is deter 
mined by the parameters 8^, 5/>, and &N. Of these, 
the carbon fraction of the cell is the least variable. The 
values given by Bowie and others (1985) for diatoms 
range from a low of 0.4 to a high of 0.53; values listed 
by Reynolds (1984) range from a minimum of 0.47 to 
a maximum of 0.56. The value of 8^ used in this appli 
cation, 0.5, is in the middle of the reported range. 
Fractions of phosphorus and nitrogen are more vari 
able. Bowie and others (1985) give ranges from 0.027 
to 0.072 and from 0.004 to 0.02 for nitrogen and phos 
phorus in diatoms, respectively. Reynolds (1984) lists 
values from 0.033 to 0.104 for nitrogen and from 
0.0003 to 0.029 for phosphorus. Although the values 
used in this application (8# = 0.08 and 8/> = 0.011) are
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well within the documented range, they are at the 
high end. A minimum cell quota of these nutrients is 
required for the cell to be viable, but uptake of nutri 
ents in excess of the immediate requirements for 
growth can result in a cell quota many times the mini 
mum; the extremes that are possible in the cell quota 
are reflected in the wide range reported for the nutrient 
content of algal cells. The stoichiometric coefficients 
chosen for this application are typical, therefore, of 
cells that have been growing in an environment where 
nutrients are generally in excess of growth require 
ments. Aside from some ephemeral limitation by 
phosphorus at the surface of the water column, this is 
believed to be the case in the Tualatin River upstream 
of RM 5.5. Below RM 5.5, the model indicates that 
phosphorus limitation may be more severe, and per 
haps cells synthesized under these conditions should 
be characterized by a lower value of 5/» Model results 
between RMs 5.5 and 3.4 are speculative, however, 
because no observations are available for comparison.

The conversion between chlorophyll-a and 
biomass requires the specification of the carbon to 
chlorophyll-a ratio in the cells. CE-QUAL-W2 does 
not actually use this parameter, but it is required for 
the conversion between chlorophyll-a measurements 
made in the river and the dry weight biomass units 
used to describe the algae in the model (e.g., eq. 47). 
Literature estimates span a wide range. Values 
compiled by Bowie and others (1985) range from 
10 to 112 for total phytoplankton and from 18 to 500 
for diatoms. Using a 6^ of 0.5, estimates QfG&chla 
can be calculated from the values of dry weight and 
chlorophyll-a per cell compiled by Reynolds (1984), 
giving a range from 12.5 to 91 for diatoms. The value 
used in this application, <sc:chla ~ 25, is based on 
measurements made from Tualatin River samples 
(U.S. Geological Survey, unpub. data, 1993).

The loss rates due to nonpredatory mortality, 
excretion, and respiration were not measured directly. 
In some models, nonpredatory mortality losses are a 
function of bacterial populations or the physiological 
condition of the cells, but in this version of CE- 
QUAL-W2 the nonpredatory mortality term behaves 
exactly as does the respiration term. (This version of 
the code employs a van't Hoff (<2io) temperature 
dependence for all reactions, whereas the USAGE 
version employs a different temperature dependence 
for respiration and mortality, thus necessitating that 
the two be treated separately in that version.) For this 
reason, nothing is gained by treating mortality as a 
separate process, and the sum of the respiration and

excretion terms should be interpreted to represent all 
of the losses not covered explicitly by the settling and 
grazing terms. This composite loss term depends on 
two rates, the maximum respiration rate Kar and the 
maximum excretion rate Kae, that are treated as 
calibration parameters. Kar determines the rate at 
which nutrients incorporated into algal cells are cycled 
directly to the inorganic nutrient pool by respiration. 
Kae determines the rate at which nutrients are sent 
to the dissolved organic-matter compartment by 
excretion, after which they are cycled to the nutrient 
pool by bacterially mediated decay. These two 
rates were calibrated such that the oxygen demand 
generated by respiration is generally between one 
and two times that generated by the bacterial 
decomposition of excreted organic matter; that is, the 
two pathways are comparable in terms of their effects 
on the dissolved oxygen. This choice is somewhat 
arbitrary, but reflects the belief that the dissolved 
organic-matter compartment should be large enough to 
support significant heterotrophic activity, but not large 
enough to exert more oxygen demand than respiration. 
The sum of the two rates, however, is the real 
calibration parameter, which is adjusted to achieve 
good agreement with observations. The rate of this 
composite loss term has an upper limit of 0.3 day' 1 
(Kar and Kae are both equal to 0.15 day" 1 ), or 5 percent 
of the maximum algal growth rate of 6 day" 1 
(6.7 percent when Kag is at its minimum value, 
4.5 day" 1 ). As a percentage of maximum primary 
productivity this represents the low end of estimates of 
total respiration.

The phytoplankton rate equation also requires 
several parameters that determine how the algal 
growth is affected by light intensity and how light 
intensity decreases with depth. Productivity vs. 
irradiance curves provided an estimate of the saturat 
ing light intensity for photosynthesis, by fitting the 
data to the hyperbolic tangent function of Jassby and 
Platt (1976) (see the Model Description section). The 
fitting parameters of this function are a, the slope of 
the light-saturation curve at low light intensities, and 
PmB, the light-saturated photosynthetic rate. The satu 
rating light intensity can be written in terms of these 
two parameters as Is = 2.718 P^/a. The remaining 
light parameters determine the availability of PAR 
with depth in the water column. The extinction coeffi 
cients aw, aM, and tafl, and the fraction of incident 
light adsorbed at the surface, (3, are discussed previ 
ously see equation 45 on page 29.
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Algal settling velocities were determined using 
the technique described by Bienfang and others (1982) 
in the laboratory at 20°C and in the presence of light 
(U.S. Geological Survey, unpub. data, 1993). The 
measurements of settling velocity varied a great deal, 
but without an obvious pattern. The entire data set (2 
stations over 3 years) had a mean of 0.4 in/day and a 
standard deviation of 0.2 m/day. The value used in the 
calibration, eoa = 0.5 m/day, was an early estimate 
based on the mean of only 1992 data, and is well 
within the range indicated by the entire data set.

The remaining parameter required for the algal 
rate equation is defined by the £>in value for algal 
processes. The value used, (0io ) = 6a = 1.072, 
represents a doubling of the growth rate for every 
10°C increase in temperature and is a common choice 
for biological reactions. The range given by Reynolds 
(1984) for QIQ is between 2 and 2.3 for temperatures 
between 2 and 25°C.

No measurements of zooplankton parameters 
were available, so literature values were used for most 
of these parameters (table 6). Measurements of zoo- 
plankton abundances, however, were available. These 
data indicated that zooplankton biomass varied greatly 
over the three calibration seasons, reaching values an 
order of magnitude higher in 1991 than in 1992 or 
1993. This difference can probably be attributed to 
increased planktivory by fish in the latter 2 years 
(U.S. Geological Survey, unpub. data, 1993). For this 
reason, the zooplankton predatory and nonpredatory 
mortality rate, Kzm, is left as a calibration parameter 
and is allowed to vary between years as described in 
the Calibration section.

For simplicity, the rest of the zooplankton 
parameters were taken from a modeling study of 
Lake Ontario by Scavia (1980). They are all within

Table 6. Model parameters for zooplankton rate equation
[Type: 1, from literature; c, calibration parameter. mg/L, milligrams per liter]

the ranges compiled by Bowie and others (1985), but 
the range for the grazing rate, Kzg, is particularly large. 
Cladocerans (Daphnia sp.) dominate the zooplankton 
assemblage in the lower river during the period in 
1991 when grazing is an important loss term. The 
range of Kzg values compiled by Bowie and others 
(1985) for cladocerans is 0.045 to 13.8 day" 1 ; the 
range for total zooplankton is smaller, from 0.24 to 1.2 
day' 1 . Maximum growth rates, which are defined as 

the maximum grazing rate times the grazing effi 
ciency, are also compiled by Bowie and others (1985). 
The range in maximum growth rate is from 0.35 to 
0.74 day" 1 for cladocerans, which compares favorably 
with the value Kẑ zg = 0.9 day" 1 that is used in this 
application.

The rate of decay of labile organic material 
(table 7) is rapid because it represents the cycling of 
easily decomposed organic compounds. Cole and 
Buchak (1995) list values between 0.2 and 0.6 day" 1 
for several specific compounds; the value Kiom = 0.5 
day" 1 was a reasonable choice for dissolved organic 
matter comprised of many different compounds. The 
detritus decay rate, K^t = 0.046 day" 1 , is based on 
measurements of biochemical oxyden demand (BOD) 
rates from river samples at several times during 1991 
and 1992 (Doyle and Caldwell, 1996). Decay rates 
were calculated using Lee's method (Velz, 1984). The 
range in decay constants calculated from the BOD 
data was not large. Since nitrogenous BOD contrib 
uted little to the overall BOD, it was reasonable to 
use the experimentally determined BOD decay rates 
to represent the decomposition rate of the detritus 
compartment in the model. Each of the reactions cor 
responding to the decay of organic matter has the same 
temperature-adjustment coefficient, 6 = 1.065 
(Thomann and Mueller, 1987).

Symbol

Kzg
Kzm
K:r

Pa

Pdt

e,
ezg

Hz

hzg

Description

Maximum zooplankton grazing rate
Maximum zooplankton mortality rate
Maximum zooplankton respiration rate

Preference for algae as food
Preference for detritus as food

Temperature-adjustment coefficient for zooplankton processes
Efficiency of zooplankton grazing
Threshold food concentration for zooplankton grazing
Half-saturation constant for zooplankton grazing

Type

1
c
1

1
1

1
1
1
1

Value

1.8 day' 1
0.05-0.5 day' 1
0.1 day' 1

1.0
0.16

1.072
0.5
0.02 mg/L
0.2 mg/L
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Table 7. Model parameters for the detritus, labile organic maner, and bottom-sediment compartments
[Type: 1, from literature; c, calibration parameter, m, measured value, g, grams; OM, organic maner, m2, square meters; m/day, meters per day]

Symbol

Klom

Kdt

Ks

*lom

e*
e,

Description

Maximum labile decay rate
Maximum detritus decay rate
Maximum sediment decay rate

Temperature-adjustment coefficient for labile decay
Temperature-adjustment coefficient for detritus decay
Temperature-adjustment coefficient for sediment decay

Type

1
m
m

1
1
1

Value

0.5 day" 1
0.046 day' 1
0.0005 day" 1

1.065
1.065
1.065

<»<*
Initial concentration of sediment compartment 
Detrital settling velocity

m
c

2570gOM/m2 
0.0 m/day

Most of the parameters involved in the cycling 
of nutrients have already been discussed in the con 
text of the rate equations for the organic-matter 
compartments, but three additional parameters are 
needed to complete the cycling of nitrogen and phos 
phorus (table 8). The nitrification rate is based on mea 
surements of ammonia and nitrate at RMs 8.7 and 5.5 
over the time period September 15 to 18, 1993, when 
the instream ammonia concentration was greater than 
2 mg/L and the chlorophyll-a concentration was less 
than 10 ng/L. Eight samples were collected over a 
2-day period at RM 8.7, and 11 samples were col 
lected over a 3-day period at RM 5.5. An estimate of 
the travel time between these two sites (about 
19 hours) was used to calculate the losses of ammonia 
to nitrification in this short reach of the river below the 
Durham WWTP, and the corresponding nitrification 
rate. The nitrification rate AT^// = 0.023 day" 1 is an 
average of the resulting estimated rates. At this low 
rate, the oxygen demand created by nitrification is a 
very small factor in the overall dissolved oxygen bud 
get. Nitrification can be important in an aerobic sys 
tem if the concentrations of ammonia are high enough. 
In the Tualatin River, this is not usually the case in the 
summertime, although it was common before the

WWTPs were upgraded. The temperature correction 
factor used, QNH. = 1.047, is typical of many biologi 
cally mediated reactions (Bowie and others, 1985).

Analysis of data collected after this model cali 
bration was completed, for a period in the summer of 
1995 when the Rock Creek WWTP was releasing 
abnormally large ammonia loads, indicated that a better 
estimate of the nitrification rate in the reach between 
RMs 38.1 and 16.2 was 0.11 day" 1 . A change in the 
nitrification rate for the calibration conditions used in 
this study, however, would not translate to a significant 
change in the model results because the calibration con 
ditions rarely included periods of any significant ammo 
nia concentrations.

The final parameter required to complete the 
cycling of phosphorus is the fraction of phosphorus that 
is not released to the water column when organic matter 
in the sediments decays,^ This calibration parameter 
can have several different interpretations. Perhaps the 
most obvious is that it accounts for phosphorus that is 
sorbed to ferric oxyhydroxides or taken up by the sedi 
ment microbial population. This parameter is discussed 
in further detail in the Calibration section.

The remaining coefficients (table 9) specify the 
amount of oxygen produced by photosynthesis and

Table 8. Model parameters for the nutrient rate equations
[Type: m, measured value; 1, from literature; c, calibration parameter. P, phosphorus]

Symbol Description Type Value

fp

Maximum nitrification rate 

Temperature-adjustment coefficient for nitrification 

Fraction of sediment P that is unrecoverable

m 0.023 day' 1

1 1.047

c 0.9
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Table 9. Oxygen stoichiometric coefficients
[Type: 1, from literature, mg, milligrams; O, oxygen; N, nitrogen; OM, organic matter]

Symbol Description

8#//3 Oxygen stoichiometric coefficient for nitrification 

8<fr Oxygen stoichiometric coefficient for detritus decay 

8* Oxygen stoichiometric coefficient for bottom-sediment decay 

8/om Oxygen stoichiometric coefficient for dissolved OM decay 

8ag Oxygen stoichiometric coefficient for photosynthesis 

8flr Oxygen stoichiometric coefficient for algal respiration 

5zr Oxygen stoichiometric coefficient for zooplankton respiration

Type Value

1 4.33 mg O2 / mg N 

1 1.4mgO2 /mgOM 

1 1.4mgO2 /mgOM 

1 1.4mgO2 /mgOM 

1 1 .4 mg O2 / mg biomass 

1 1 . 1 mg O2 / mg biomass 

1 1.1 mg O2 / mg biomass

consumed by the decay, respiration, and oxidation 
reactions previously discussed. Each of these stoichio 
metric coefficients was set at the value suggested by 
Cole and Buchak (1995), with the exception of 6#//g , 
which is reduced to 4.33 as suggested by Bowie and! 
others (1985) from the value 4.57 that is indicated by 
the stoichiometry of the reactions.

CALIBRATION

The model was calibrated using data obtained 
during the May through October period of 1991,1992, 
and 1993. These 3 summers had a wide range of 
hydrologic conditions, from dry in 1992 to wet in 
1993. Because the water quality of the Tualatin River 
is closely coupled to its discharge, the summers of 
1991-93 also had a wide range of water-quality 
conditions. The precipitation normally observed dur 
ing May and June was absent in 1992, resulting in a 
lower-than-normal Tualatin River discharge during 
the early summer (table 10). Dry conditions persisted 
throughout the summer of 1992; daily mean flows 
were consistently lower than in the other 2 years. 
Characteristics of a wet year were observed in 1993, 
when high flows persisted until late June. The remain 
ing year in this data set, 1991, was characterized by 
conditions between the other two; flows remained high 
until mid-June of 1991. The wide range of flow and 
water-quality conditions observed during the summers 
of 1991, 1992, and 1993 allows a very robust model 
of the Tualatin River to be created when all three of 
the May through October data sets are used for cali 
bration. No part of these data sets was reserved for 
a separate verification. Because the model was cali

brated with all available data, the resulting calibration 
parameters represent the best fit of the model to the 
entire range of observed conditions. Only two calibra 
tion parameters were allowed to vary seasonally or 
between years; therefore, the calibrated model is able 
to simulate a wide variety of conditions without a 
recalibration. Because the model can simulate a wide 
range of hydrologic and water-quality conditions with 
few, if any, changes to its calibration parameters, it 
also can be used predictively under a wide range of 
hypothetical conditions that are not too dissimilar 
from those of the calibration.

In this section, the calibration of CE-QUAL-W2 
for the summers of 1991,1992, and 1993 is presented. 
The model calibration is discussed in the same order it 
was performed: hydraulics, then water temperature, 
then water quality.

Hydraulics

Calibration of the water budget for the Tualatin 
River requires consideration of both the discharge of 
the river and its volume. These quantities are not 
independent, because a change in the water-surface 
elevation, and therefore the volume, of any part of 
the river will directly affect the discharge. This depen 
dence is a complicating factor because the water- 
surface elevation of much of the modeled reach, during 
periods of low flow, is controlled mainly by the con 
figuration of the Oswego diversion dam, situated at 
the downstream boundary of the model grid (RM 3.4). 
Therefore, when the dam configuration is static, the 
discharge of the reach near that dam is dominated by its 
upstream discharge and any intersecting boundary flows.
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Table 10.-Mean daily discharge in the Tualatin River at two sites, by month, for the summers of 1991-83 
[f^/s, cubic feet per second]

Tualatin River Discharge 
at river mile 33.3 (Farmington)

Tualatin River discharge
at river mile 1.8 (West Linn)

(ft3/s)

Month

May

June

July

August

September

October

1991

636

302

189

181

171

180

1992

374

160

152

138

127

151

1993

1,041

558

222

161

218

199

1991

751

366

237

156

141

189

1992

444

147

118

90

112

142

1993

1,280

686

229

145

202

173

When the dam configuration is changed, however, the 
discharge is determined in large part by the rate of 
change of the water-surface elevation behind the dam. 
Even if both the discharge and elevation are correctly 
simulated, an incorrect representation of the bathyme 
try will cause errors in simulated transport times. 
Calibration of the Tualatin River hydraulics, therefore, 
requires accurate bathymetric data, an account of the 
inputs and withdrawals of water to the RM 38.4 to 
RM 3.4 reach, travel-time data, and an accurate repre 
sentation of the time-varying Oswego diversion dam 
configuration.

All of the withdrawals and all but one of the 
inputs of water to the Tualatin River between RM 38.4 
(Rood Bridge) and RM 3.4 (the Oswego diversion 
dam) were either measured directly or estimated for 
the May through October period of 1991, 1992, and 
1993. As described in the Boundary Conditions, 
Reaction Rates, and Forcing Functions section, and 
illustrated in figure 13, this model includes the 
surface-water inputs of two large tributaries (Rock 
[North] and Fanno Creeks), eight small tributaries 
(Butternut, Christensen, Bums, McFee, Baker, 
Chicken, Rock [South], and Nyberg Creeks), two 
WWTPs (Rock Creek and Durham), and the upstream 
boundary at RM 38.4. One major diversion (the 
Oswego canal at RM 6.7) is included; seven smaller 
withdrawals represent grouped estimates of irrigation 
demand. Measured precipitation rates are imposed via 
a time-varying boundary condition. Evaporation losses 
and the discharge at the downstream boundary are cal 
culated within the model. The final piece of the water 
budget is a nonpoint source (the model's distributed 
tributary) that accounts for discharge from ground 
water, ungaged tributaries, seeps, and tile drains.

The nature of the nonpoint source makes it impossible 
to measure directly; therefore, it was estimated by sub 
tracting the simulated discharge of the river at the 
Oswego diversion dam (RM 3.4) from the measured 
discharge at the West Linn gage (RM 1.8). No signi 
ficant sources or sinks of water are located between 
these two sites.

Defining the nonpoint discharge rate as the dif 
ference between the simulated (RM 3.4) and measured 
(RM 1.8) rates is probably the best way to balance the 
water budget; this method, however, generates two 
time-shift errors. The most obvious time shift is 
incurred because the measured flow is 1.6 miles and 
some number of hours downstream of the dam. The 
second time shift results from the fact that the total 
nonpoint discharge is calculated at the downstream 
boundary, but the model distributes the discharge 
evenly over the length of the entire modeled reach. 
Therefore, most of the water is added far upstream of 
the dam and its effect on the discharge at the dam is 
lagged by its travel time to the dam. If the nonpoint 
discharge rate varies over time, then a time lag will be 
observed when the distributed tributary is included in 
the model and the simulated (RM 3.4) and measured 
(RM 1.8) discharges are compared again. Fortunately, 
the errors incurred by these time shifts are generally 
small and acceptable.

Another inherent complexity in defining the 
nonpoint discharge, more important than the time 
shifts, derives from the fact that the simulated dis 
charge past the Oswego diversion dam is a function 
of the dam's time-varying physical dimensions 
and hydraulic characteristics. These parameters 
vary because the water-surface elevation of the 
Tualatin River upstream of the dam is managed by
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Lake Oswego Corporation personnel; in response to 
changes in flow conditions, the effective width and 
height of the 188-foot long cement weir of the Oswego 
diversion dam are controlled through the placement of 
flashboards on top of the weir. Although it was gener 
ally known how many flashboards were being used at 
any one time during 1991-93, that information was 
not enough to simulate sufficiently accurate water lev 
els just upstream of the dam; therefore, the width and 
discharge coefficient of the broad cement weir were 
treated as calibration parameters. When flashboards 
are installed or removed, the discharge past the dam 
changes as water is either captured or released from 
storage. To minimize the inclusion of these dam-con 
figuration-derived discharge variations in the estimate 
of the nonpoint discharge, two extra steps were 
included in the estimation process. First, the dimen 
sions and hydraulic characteristics of the dam were 
calibrated initially so that the model roughly simulated

the measured water-surface elevation upstream of the 
dam. Because the dam-configuration changes were 
included in the initial simulation, few of the resulting 
discharge variations were transferred into the nonpoint 
discharge estimate. Second, the nonpoint discharge 
rate determined by subtracting the simulated (RM 3.4) 
from the measured (RM 1.8) discharge was smoothed, 
eliminating still more of the dam-configuration and 
time-shift effects (fig. 17).

After the nonpoint source of water was esti 
mated and included in the Tualatin River water 
budget, the physical dimensions and hydraulic 
characteristics of the Oswego diversion dam were 
recalibrated so that the model would properly simulate 
the measured water-surface elevation upstream of the 
dam. The dimensions and hydraulic parameters of the 
fish ladder and the submerged pipe remained constant 
(table 3). The effective width, elevation, and discharge 
coefficient of the broad cement weir, however, were
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Figure 17. Estimation of the nonpoint discharge for 1992. (A) Comparison between measured and simulated downstream 
discharge before adding any nonpoint discharge and (B) the smoothed difference that is used as the nonpoint discharge 
estimate. (RM, river mile)
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treated as calibration parameters. Even when detailed 
configuration notes were taken (in 1993), the observed 
width and theoretical discharge coefficient of the 
cement weir did not result in an acceptable simulation 
of the water-surface elevation upstream of the dam. Of 
course, the fish ladder and the cement weir are not 
perfect weirs. The equations that the model uses to 
simulate the discharge past these structures, therefore, 
cannot be expected to provide acceptable results with 
out some calibration.

The elevation of the broad cement weir was held 
constant during calibration of the water-surface 
elevation upstream of the Oswego diversion dam. 
Dr. Scott Wells' research group at Portland State Uni 
versity measured that elevation to be 100.5 feet above 
sea level. The measured elevation was used at all 
times except for the period June 3 to October 25 of 
1992, when the entire cement weir was blocked by 
flashboards. Several of the boards used in 1992 were 
only 10 inches high. Installing all of the boards, 
therefore, raised the base elevation to 101.3 feet above 
sea level.

Calibration of the discharge coefficient and the 
effective width of the broad cement weir was started 
by using all available information regarding the actual 
configuration of that structure. When flashboards were 
installed or removed, the effective width was 
decreased or increased, respectively. When debris 
accumulated on the structure, the discharge coefficient 
was decreased. Technically, specification of both the 
discharge coefficient and the effective width was 
unnecessary; their product was the real calibration 
parameter (eq. 3). Nevertheless, both parameters were 
specified because they each have a physical basis. In 
1991, the calibrated width ranged between 2.8 and 
188 feet; the discharge coefficient ranged from 0.60 
to 1.15. In 1992, the ranges were 1.1 to 188 feet for 
the width and 0.60 to 1.15 for the discharge coeffi 
cient. The ranges in 1993 were 8.2 to 188 feet and 
0.42 to 1.15 for the width and discharge coefficient, 
respectively.

The calibrated discharges and water-surface 
elevations compare favorably to the observed 
discharges and elevations (fig. 18 and fig. 19, 
respectively). When the flashboards were installed or 
removed all at once, the effect on the water-surface 
elevation was significant. In 1992, for example, all 
of the flashboards were raised on June 3, causing a 
marked increase in the elevation and a temporary

decrease in the discharge. Similar effects were 
observed on July 23,1991. The flashboards were 
installed a few at a time over a longer period in 1993; 
the resulting increase in elevation was less noticeable. 
When the flashboards were removed for repair and 
then reinstalled at the end of September of 1993, how 
ever, an abrupt decrease and subsequent increase in 
water-surface elevation occurred.

Although the calibrated water-surface elevation 
at RM 6.7 closely tracks the observed elevation, 
matching the water-surface elevation at that location 
does not guarantee an accurate simulation of the river 
volume. The model's bathymetric representation of 
the Tualatin River should be adequate because a large 
amount of bathymetric data was used in the creation 
of the model grid. Nevertheless, once the water budget 
had been balanced, the model's representation of 
the river volume was checked by testing its ability to 
simulate the time required for a water parcel to 
traverse a particular reach. These travel times are 
commonly measured with dye tracer tests; many such 
tests have been performed in the Tualatin River (Lee, 
1995; Janice Miller, Unified Sewerage Agency of 
Washington County, written commun., 1995). Tracer 
tests were performed by USA in the 1980s; those tests 
measured travel times in many reaches from RM 55.3 
to RM 5.5 under a wide range of flow conditions. The 
model is not calibrated for any year in the 1980s; 
however, these older travel times can be compared to 
simulated travel times for the 1991 93 period because 
the channel has not changed appreciably. Simulated 
travel times in 1991, 1992, and 1993 were found by 
modeling hypothetical dye clouds. The movements 
of thirty-five 10-minute injections of a tracer at the 
upstream boundary were tracked during the May 
through October period of each year. Travel times 
between certain stations were calculated by comparing 
the times at which the centroid of each tracer cloud 
passed those stations. Travel times are a strong 
function of the discharge in each reach.

A comparison of the simulated and measured 
travel times for various reaches of the Tualatin River 
shows that the model provides a realistic represen 
tation of the river volume. The 1980s tracer experi 
ments relied on discharge measurements at established 
gages. The travel time between RM 26.9 (Scholls 
Bridge) and RM 16.2 (Elsner Road), therefore, was 
measured as a function of the average discharge 
at the nearest gage (RM 33.3, Farmington Road).
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Figure 18. The calibrated Tualatin River discharge at river mile 3.4 (Oswego diversion dam) and the measured dis 
charge at river mile 1.8 (West Linn) for May-October of 1991-93. (Smaller hydrograph is vertically exaggerated.)
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Figure 19. Calibrated and measured water-surface eleva 
tions of the Tualatin River at river mile 6.7 (Oswego canal) 
for May-October of 1991-93.

To compare the simulated and measured travel times 
for that reach, both were plotted as a function of the 
average discharge at RM 33.3 (fig. 20). The travel 
times compare favorably for this and other reaches. 
The fact that the travel times in figure 20 are plotted 
against a discharge measured outside of the reach of 
interest is a possible source of error, especially under 
changing hydrologic conditions. More of the variation 
in that graph, however, is due to the effect of different 
flashboard configurations at the Oswego diversion 
dam. Despite the fact that the dam is 12.8 miles down 
stream of Elsner Road, the dam's flashboard configu 
ration still has an effect on the volume, and therefore 
the travel time, in the RM 26.9-16.2 reach. Two of the 
measured travel times, from August 1987 and Septem 
ber 1986, are slightly larger than their simulated coun 
terparts because the river was generally maintained at 
a higher water-surface elevation in the 1980s than it 
was in the early 1990s.

Two other dye tracer experiments were con 
ducted in the Tualatin River by USGS personnel in 
September of 1992 (Lee, 1995). The measured travel 
times from that study, limited to the upper part of 
the modeled reach, were simulated with a reasonable

degree of accuracy by the model. In addition, data 
from those experiments were used to calibrate the 
longitudinal momentum-dispersion coefficient (eddy 
viscosity) and the longitudinal constituent-dispersion 
coefficient (eddy diffusivity). These parameters were 
set to 1.0 m2/sec and 2.5 m2/sec, respectively. 
Chloride measurements from 1991 through 1993 were 
also used to examine the model's ability to transport a 
conservative tracer. Indeed, the agreement between 
the simulated and observed chloride concentrations 
is excellent; a complete discussion is presented in the 
Water Quality calibration section on page 47.

In addition to the eddy viscosity, the hydraulics 
simulated by CE-QUAL-W2 are affected by shear 
stresses at the air/water and sediment/water interfaces. 
At the air/water interface, the effects of wind shear 
were found to be relatively unimportant in trans 
porting water through the model grid, even though 
the riparian vegetation was assumed to decrease 
the measured wind speed by only 10 percent. At the 
sediment/water interface, a Manning's n, or rough 
ness coefficient, of 0.03 was used throughout the 
grid. This value is consistent with measurements 
of n for slow, meandering rivers such as the Tualatin 
(Barnes, 1967; Arcement and Schneider, 1989). 
Experimentation with the model showed that changing 
the value of Manning's n had only a slight effect on 
the simulated surface slope and travel time in this 
river. Several physical characteristics of the Tualatin 
River such as surface slope and velocity change 
dramatically as the discharge decreases from a high 
value in May to a low value later in the summer 
season. Two short simulations were run to illustrate 
these changes. The first focused on a high-flow period 
in early May of 1992, the second on a low-flow period 
in late August of 1992. The water-surface elevation, 
discharge, and velocity for these two periods are 
compared as a function of river mile in figure 21. On 
May 10,1992, the average simulated discharge within 
the model reach was approximately 430 ft /s; on 
August 22,1992, that discharge was roughly 110 ft3/s. 
The increases and decreases in discharge at specific 
locations were due to individual inputs and with 
drawals. The largest changes in discharge were due 
to the two largest tributaries (RMs 38.1 and 9.3), the 
two WWTPs (RMs 38.1 and 9.3), and the Oswego 
canal diversion (RM 6.7). The simulated velocities 
reflect the variation in the river's cross-sectional 
area; higher velocities are required to transmit a 
given discharge through a smaller cross-sectional area.
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Figure 20. Simulated and measured travel times through the river mile 26.9 to river mile 16.2 reach of the Tualatin River. 
(USA, Unified Sewerage Agency of Washington County, Oregon)

The simulated water-surface elevations are also 
affected by geologic sills, such as the one at RM 10 
(Cook Park). At that point, the river is shallow (about 
4 feet deep) and the resulting flow constriction 
increases the water-surface elevation upstream during 
the high-flow period. No such constriction is present 
downstream of RM 10; as a result, the water-surface 
elevation decreases markedly just downstream of that 
point. During the low-flow period, however, the 
flashboards on the Oswego diversion dam (RM 3.4) 
are in place, backing up the river past RM 10 and all 
the way to RM 30.

The surface slope and velocity plots (fig. 21) 
illustrate both the effect of the dam's flashboards and 
the river's vulnerability to several water-quality 
problems. The Tualatin River is a slow-moving, 
low-gradient stream even when the discharge is higher 
than 400 ft3/s. When the discharge decreases from

430 ft3/s to 110 ft3/s and the flashboards are raised, the 
mean surface slope from RM 30 to RM 3.4 decreases 
from 1.1 inches/mile to a very small 0.1 inch/mile. 
The mean velocity shows a corresponding decrease 
from 0.39 ft/s to 0.11 ft/s in that reach. Downstream 
of the Oswego canal (RM 6.7), the mean velocity for 
the low-flow period decreases to 0.04 ft/s. These low 
velocities result in long residence times; a parcel 
of water would require about 2 weeks to traverse 
the RM 30 to RM 3.4 reach under these low-flow 
conditions. A long residence time is one factor that 
contributes to excessive algal growth and the 
importance of SOD. Low velocities exacerbate those 
problems by slowing the transport of oxygen across 
the air/water interface. The physical characteristics of 
the Tualatin River (bathymetry, discharge, surface 
slope, and velocity) are among the most important 
factors in determining the river's water quality.
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Water Temperature

In addition to hydraulic characteristics such as 
discharge and velocity, meteorological factors such as 
solar insolation and air temperature help to determine 
the water quality of the Tualatin River during the 
low-flow summer period. These factors influence 
many important processes. First, solar insolation 
is one of the most important forces driving photo- 
synthetic activity. When coupled with warm water, 
sufficiently long travel times, and ample nutrients, 
several days of bright sunlight will produce a phyto- 
plankton bloom. That bloom, and the crash that 
usually follows, will largely control the pH and will 
significantly affect the concentration of dissolved 
oxygen. Second, meteorological factors are important 
in determining the water temperature. That 
temperature, in turn, influences the rates of all of 
the chemical and biological reactions in the river.

Although most of the reactions are weak functions of 
the water temperature, the effect is significant when 
assessed on a seasonal time scale. Water temperatures 
ranged from about 9°C to 26°C at RM 3.4 over the 
May through October period in 1991; an increase in 
water temperature from 9°C to 26°C would be 
accompanied by an increase in reaction rates of 
roughly a factor of three. Third, meteorological 
processes, coupled with river hydraulics, are 
responsible for the vertical thermal structure of the 
river. Certain reaches of the Tualatin River, especially 
between RM 6.5 and RM 3.4, tend to stratify during 
low-flow periods of warm, sunny weather. This 
stratification stabilizes the water column and allows 
vertical concentration gradients to develop for most 
of the modeled constituents. If the stratification is 
maintained for a sufficiently long period of time, the 
hypolimnion can be depleted completely of dissolved 
oxygen.
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Calibration of the heat budget of the Tualatin 
River required the adjustment of only the shading 
coefficients. A wind-sheltering coefficient of 0.9 was 
used throughout, and was not found to be important 
to the heat budget in this application. All other param 
eters and boundary conditions necessary to the heat 
budget, such as the temperature of inflows and the 
solar insolation and air temperature, were either 
measured or estimated. Initial shading coefficients 
were estimated on the basis of the height of the 
riparian vegetation and the width of the river. Wider 
segments, therefore, received less shading than narrow 
segments with the same riparian cover, and the shad 
ing decreased from the upstream to the downstream 
boundary due to a gradual increase in river width. The 
shading coefficients were adjusted iteratively until 
the simulated water temperatures provided a good 
match for the observed data. The calibrated shading 
coefficients are tabulated in Appendix C.

Hourly measurements of water temperature at 
the Oswego diversion dam (RM 3.4), taken during 
each of the summers of interest, provide an excellent 
data set against which the simulated temperatures 
can be compared. Hourly values of the simulated 
water temperature at that location track the observed 
data fairly well (fig. 22), with a root mean square 
error of only 0.77°C; 98.8 percent of the simulated 
water temperatures fall within 2°C of the observed 
temperature, and 82 percent fall within 1°C. An 
error of 2°C in the simulated water temperature 
would produce only a 10 to 15 percent change in any 
reaction rate. During many time periods, such as 
May 20 to June 9 and August 13 to September 2 in 
1992, the observed and simulated temperatures at 
RM 3.4 are in almost perfect agreement. Although 
any individual day's water temperature may not 
be simulated exactly, the general trends and the 
size of the diel variation are modeled very well.
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Figure 22. Simulated and observed hourly water temperatures for the Tualatin River at river mile 3.4 (Oswego 
diversion dam) for May-October of 1991-93.

46



This excellent agreement is obtained despite the fact 
that this model (1) has a shading algorithm that does 
not account for variations in shading due to time of day 
or segment orientation, (2) does not provide for heat 
conduction across the sediment/water interface, and 
(3) sometimes produces too much advective vertical 
mixing where the channel depth changes markedly, 
such as at the Oswego diversion dam (RM 3.4).

Vertical profiles of water temperature were mea 
sured at many locations within the model reach. These 
data were valuable in calibrating both the heat budget 
and the model parameters that control vertical disper 
sion. Vertical temperature gradients rarely persisted for 
more than a few days at RMs 16.2 and 11.5; thermal 
structure was almost never observed for more than one 
day at RMs 26.9 and 8.7. At RM 5.5 (Stafford Road), 
however, the Tualatin River often stratified for long 
periods of time. This stratification was the result of 
warm weather, a deep channel, and low velocities that 
resulted in a minimal amount of vertical dispersion. 
The vertical dispersion of heat is simulated in 
CE-QUAL-W2 as a function of horizontal shear 
stresses and vertical density gradients. Three input 
parameters can affect the calculation of the model's 
vertical dispersion coefficient: the minimum vertical 
eddy viscosity, and minimum and maximum limits for 
the vertical dispersion coefficient. (The current 
USAGE version does not allow the user to input these 
values; they are set internal to the model.) If these 
parameters are set incorrectly, too much or too little 
vertical mixing will be simulated. After some investi 
gation, these parameters were set at 1 x 10~7 , 1 x 10~6 , 
and 1 m2/sec, respectively. The minimum values reflect 
physical limits imposed by the molecular properties of 
water; the maximum value is used only when a density 
inversion causes buoyancy-induced vertical mixing.

The model was able to reproduce the general 
lack of stratification observed at RMs 26.9,16.2,11.5, 
and 8.7 as well as the prolonged stratification events at 
RM 5.5. For example, the model simulated the 
observed depth-specific water temperatures at RM 16.2 
and 5.5 fairly well for 1992 (fig. 23). Neither the simu 
lated nor the observed data show much, if any, stratifi 
cation at RM 16.2. In contrast, both the simulated and 
observed temperatures show significant vertical tem 
perature gradients, sustained for weeks at a time, at 
RM 5.5. The simulated water temperatures at 1,6, 12, 
and 15 feet match the observed data within 1 °C most of 
the time, with a maximum discrepancy of about 2°C. 
The water temperature of the Tualatin River was simu 
lated with sufficient accuracy to produce accurate vari

ations in reaction rates. Vertical mixing, as measured 
by vertical variations in the water temperature, was 
also simulated with an acceptable degree of accuracy 
at each of the calibration sites.

Water Quality

Calibrating for a 6-month period during three 
different years requires the model to perform well 
under widely varied environmental conditions and 
over a continuous time period during which significant 
seasonal variations exist. There is an inherent compro 
mise between (1) the ability to accurately reproduce 
the magnitude of fluctuations in water-quality 
constituents on a daily to weekly time scale, and 
(2) the ability to reproduce the timing of these fluctua 
tions, but not necessarily their extreme values, over 
longer time scales and a broader range of environmen 
tal conditions. The decision was made in calibrating 
CE-QUAL-W2 to the Tualatin River data set that it is 
preferable to assure that the model perform adequately 
over a realistic range of conditions rather than simu 
late water-quality constituents with a great deal of 
accuracy for a short period of time over which envi 
ronmental conditions are less variable. For this reason, 
most calibration parameters are constant for the entire 
18 months of calibrated simulations. The set of param 
eters used represents the best description of the domi 
nant processes in the river during the entire calibration 
period, but is not necessarily the optimal combination 
for a shorter subset of the calibration data. The above 
argument notwithstanding, it was necessary to 
acknowledge that two particular parameters were suf 
ficiently sensitive to the model and varied greatly 
enough over the calibration period that it was reason 
able to vary them in a simple and defensible manner. 
These two parameters were the light- and nutrient-sat 
urated instantaneous algal growth rate, Kap which was 
varied seasonally within each year, and the zooplank- 
ton mortality rate, Kzm, which was varied from year to 
year. These two parameters are discussed with the 
chlorophyll-a calibration results.

A few comments are necessary concerning the 
overall confidence limits on the measured data that are 
presented in this and the following section. These data 
do not lend themselves to a rigorous statistical analysis 
for the fundamental reason that the measured value of 
any water-quality constituent in the river is not 
expected to be a random variable, as the greatest part 
of the variability in the measured quantity is due 
to temporally variable forcing functions upstream.
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On the other hand, errors in the analytical procedures 
used can be expected to be random, although they may 
contain a systematic component as well. Extensive 
quality assurance data were collected in conjunction 
with the field program in order to assess these errors. 
Systematic errors were found to be significant for 
ammonia in the concentration range 0.019 to 
0.043 mg/L (median bias of+36 percent), total phos 
phorus in the concentration range 0.024 to 0.051 mg/L 
(median bias of+26 percent), and total Kjeldahl nitro 
gen (TKN) in the concentration range 0.019 to 0.078 
(median bias of+134 to +257 percent). Analysis of 
blanks indicated that the systematic error in TKN was 
probably due to contamination. Fortunately, these sys 
tematic errors are not a concern in interpreting the 
model calibration results, because nutrient concentra 
tions in the model reach are substantially higher than 
the ranges indicated.

The analysis of the random component of ana 
lytical error using replicate and laboratory reference 
samples indicated that accuracy and precision errors 
were comparable, being approximately ± 20 percent 
for TKN and total phosphorus, and approximately 
±10 percent for ammonia, nitrate-plus-nitrite, and 
orthophosphate. That is, in the concentration ranges of 
interest in this reach of the river, the majority of the 
reference samples were within ± 10 or 20 percent of 
the true value, and most of the replicate samples were 
within ± 10 or 20 percent of the mean of the replicates, 
depending on the nutrient measured. Thus it is reason 
able to assume that the error in individual data points 
due to the analytical procedure is probably within 
10 or 20 percent of the true value of the sample, 
depending on the nutrient measured; a similar level 
of accuracy was found for other parameters such 
as chlorophyll-a. This is a good guideline to use in 
interpreting the time series plots of data at a particular 
sampling site, with the caveat that this does not take 
into account any systematic or random error that 
occurs when temporal variability is mistakenly attrib 
uted to spatial variability as a result of the sampling 
strategy (aliasing).

Seasonal averages (May through October) are 
referred to frequently in the presentation of the 
calibration results. A formal propagation of errors 
states that the variance of the mean of a series of 
independent data points will equal the sum of the 
variances of each data point going into the mean,

weighted by the point's contribution (Miller and 
Miller, 1988):

N

a* = v (49)
/= 1

Assuming that the variance of each data point is 
approximately equal, the sum in the equation above 
can be approximated as Ncx , where GX is approxi 
mately equal to the variance of any data point, and the 
variance of the mean becomes c^ »GX .A formal esti 
mate of the variance of each data point is not avail 
able; nonetheless, it is reasonable to extrapolate the 
above result and conclude that the error in the seasonal 
averages should be the same order of magnitude as the 
error in the individual data points. Again, this refers 
only to the error due to the analytical procedure, and 
any errors due to aliasing are a separate issue. As an 
example, aliasing is discussed below in the context of 
the chloride results.

Chloride

The chloride data set provides an opportunity 
to evaluate how well the model describes the trans 
port of a conservative tracer. This is an important test, 
because any difficulty the model has in simulating 
a conservative tracer will also apply to the other 
constituents in the model, but will be hard to sepa 
rate from the effects of nonconservative processes. 
Chloride is a particularly good tracer to test the model 
because it can be measured with high accuracy; 
therefore, errors in individual data points do not sig 
nificantly complicate the comparison to model results. 
The overall agreement between the modeled and 
observed time-varying concentration of chloride at 
RM 5.5 (fig. 24) is good. Accurately simulating a 
conservative quantity such as chloride requires both 
accurate measurements of its concentration at the 
boundaries and an accurate simulation of the amount 
and velocity of water in the river. The model was cali 
brated well for discharge, elevation, and travel time 
(see the Hydraulics section on page 38); the chloride 
calibration results reflect this. The fact that the model 
does a good job of simulating the transport of chloride 
through the system is further evidence that the hydrau 
lics of the system should not be a major reason for dis 
agreement between the model results and observations 
for any of the other constituents.
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Figure 24. Measured chloride concentration compared with the simulated concentration in the Tualatin River at river mile 5.5 
(Stafford), May-October of 1991-93.

In figure 25, the seasonally averaged (May 
through October) chloride data for each year are 
plotted against river mile. This figure again shows 
good agreement between modeled and observed 
data, but some interesting discrepancies appear. 
The dependence of the chloride observations on river 
mile shows distinctly the locations of the two WWTPs 
that discharge into the model reach. The Rock Creek 
WWTP, located at RM 38.1, causes an increase in the 
chloride concentration between the sampling stations 
at RM 38.4 and RM 36.8 in all 3 years. The chloride 
concentration then remains nearly constant until the 
next increase between sampling stations at RM 11.6

and RM 8.7, caused by discharge from the Durham 
WWTP at RM 9.3. In 1991 and 1992, the observed 
concentrations change little between RM 8.7 and 
RM 5.5, as there are no significant sources of chloride 
between these two stations, and the model data behave 
similarly. In 1993, however, the average concentration 
of chloride measured in the river increased between 
RM 8.7 and RM 5.5, while the model data remain 
nearly constant, consistent with the fact that there still 
was no significant source of chloride between these 
two stations. The stations at RM 8.7 and RM 5.5 pro 
vide a clear example of how the timing and location of 
sample collection can bias the resulting data.
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The WWTP discharges have a daily cycle that 
is subject to aliasing, depending on the location of 
downstream sampling stations relative to the plants, in 
combination with the time of day that the downstream 
station is sampled. Data from a gage on the Rock 
Creek WWTP outfall from May through October of 
1994 (fig. 26), for example, show that the median dis 
charge from this plant is at a minimum between 4 and 
6 a.m. and at a maximum near noon; the daily pattern 
in discharge from the Durham WWTP is similar, 
although the maximum discharge may be slightly 
smaller. If a water-quality constituent has a much 
higher concentration in the WWTP effluent than in the 
receiving water, as is the case with chloride, then the 
daily cycle in discharge from the plant will manifest 
itself downstream as a daily cycle in the concentration 
of the constituent in the river. The extremes in concen 
tration travel downstream and appear at different sam 
pling stations at different times of day; therefore the 
timing of sample collection becomes important, as it 
can bias the resulting data on either the high or low 
side.

The time of day that samples were taken down 
stream of the Durham WWTP affects the measured 
difference in concentration between RM 8.7 and 
RM 5.5, and explains the change in the seasonal aver 
ages from 1992 to 1993. In figure 27, the time of day 
that the sample was taken at RM 8.7 is plotted against 
the difference in concentration between the two sta 
tions (concentration at RM 8.7 minus the concentra 
tion at RM 5.5). The sample at RM 5.5 is nearly 
always taken within 1.5 hours of the sample at 
RM 8.7, so the difference in concentration is due 
almost entirely to spatial rather than temporal variabil 
ity. Figure 27 shows clearly that, on average, analysis 
of samples taken in the morning yields higher concen 
trations at RM 5.5 than at RM 8.7, whereas the oppo 
site is true of samples taken in the afternoon. It is also 
clear from this figure that the 1991 and 1992 data sets 
include morning and afternoon samples, whereas the 
1993 data set includes only morning samples. Thus the 
differences in concentration between RMs 8.7 and 5.5 
tend to cancel each other out in the seasonal average of 
the 1991 and 1992 data, whereas the seasonal average 
of the 1993 data shows a higher value at RM 5.5 than 
at RM 8.7.

The daily cycle in discharge from the WWTPs 
affects not only the relationship between consecutive 
downstream sampling stations, as described above, but 
also the comparison between the observed data and the 
modeled data at a single downstream station. The 
modeled data do not reproduce the daily cycle because 
boundary conditions for the WWTPs are based on 
daily averaged discharge. Therefore, a sampling bias 
may explain why the model consistently overestimates 
the difference in chloride concentration between the 
upstream boundary at RM 38.4 and the concentration 
at RM 36.8, which is downstream of the Rock Creek 
WWTP outfall (RM 38.1).

Model estimates of the travel time between the 
Rock Creek WWTP and RM 36.8 vary from about 
1 hour during high-flow conditions to about 3 hours 
during low-flow conditions. Samples at RM 36.8 were 
taken in the morning, typically between 8 and 9 a.m., 
during all 3 calibration years. In this case, the samples 
taken from RM 36.8 between 8 and 9 a.m. would rep 
resent water that received discharges from the plant 
between 6 and 7 a.m. under high-flow conditions, or 
between 4 and 5 a.m. under low-flow conditions. 
Referring to figure 26, it is clear that discharges from 
the plant during either of these time windows is nor 
mally less than the average discharge over that day.
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Figure 26. Rock Creek Wastewater-Treatment-Plant discharge as a function of the time of day, May-October of 1994.
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Since the model boundary conditions for the WWTP 
are daily averages, the model will generate higher 
downstream concentrations at RM 36.8 than those that 
were measured in the river between 8 and 9 a.m. A 
test of whether this explanation of the discrepancy at 
RM 36.8 is plausible was done by numerically "mix 
ing" the water coming in at the upstream boundary 
with the only two significant inputs between RMs 38.4

and 36.8, the Rock Creek WWTP and the Rock Creek 
(North) tributary, ignoring the short travel time in 
volved. This analysis indicated that if the daily aver 
aged load to the river from the Rock Creek WWTP was 
based on a discharge that exceeded the actual discharge 
to the river in the 4 to 8 a.m. time period by an amount 
on the order of 10 ft3/s (on a seasonally averaged basis), 
then this can explain the difference between the mod 
eled and observed seasonally averaged concentration at 
RM 36.8. This amount of discharge is well within the 
daily discharge range measured at the plant.

The implications of the sampling strategy were 
discussed in some detail with regard to chloride because 
they undoubtedly affect the measurements of other 
constituents as well, but it is more difficult to detect 
sampling bias when other nonconservative processes 
are operating. The effect of sampling bias should be 
greatest when the WWTPs are an important source of a 
target constituent. Behavior analogous to that for 
chloride between RMs 8.7 and 5.5 was seen for total 
phosphorus, orthophosphate, TKN, and ammonia 
during 1991 and 1993, when the Durham WWTP had 
periodically high discharges of these nutrients. It is 
prudent to consider the possibility that sampling biases 
may have affected the measurements of these constitu 
ents. On the other hand, sampling biases should be 
minimal for constituents such as dissolved oxygen for 
which the processes operating within the river are much 
more important than point-source loads.
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Phytoplankton and Zooplankton

Early in the calibration process it became clear 
that a single value of the maximum instantaneous algal 
growth rate, Kag, was inadequate to capture the algal 
dynamics of the entire 6-month simulation period in 
each year. When Kag was chosen such that the large 
blooms during the middle of the growing season were 
well-represented, the model consistently underesti 
mated the size of the blooms at the beginning and end 
of the May through October period; a higher growth 
rate was clearly implicated for early and late-season 
blooms than for mid-season blooms. A reasonable 
explanation for this problem would be the occur 
rence of a seasonal succession in the phytoplankton 
assemblage. There are significant seasonal changes in 
environmental conditions in the Tualatin River that 
have been connected to shifts in the algal population 
dynamics and community structure in other natural 
systems. Residence time (McKnight and others, 
1986), the onset of stratification (Pierson and others, 
1992), and differential settling and grazing losses 
(Crumpton and Wetzel, 1982) have all been shown to 
precipitate a change in the species dominating the phy 
toplankton assemblage. The phytoplankton abundance 
data for the Tualatin River, however, show that one of 
several diatom species nearly always dominates the 
assemblage, and that there is no clear pattern of suc 
cession (Doyle and Caldwell, 1996).

A clear species succession is perhaps the highest 
in a hierarchy of ecological responses to a changing 
environment, but even in the absence of a clear shift of 
dominance from one species to another, the adaptation 
of individuals within the community to changing con 
ditions can cause measurable physiological changes at 
the community level (Harris, 1980; Schubert and For- 
ster, 1997). The primary productivity data indicate that 
this is probably the case in the Tualatin River because 
they show a discernible seasonal variation. The assim 
ilation numbers from RMs 5.5,16.2, and 26.9 are plot 
ted together for all 3 years in figure 28. The curve on 
each graph is a polynomial fit to all the filled data 
points, and is provided only to identify the underlying 
pattern. Primary productivity tends to be highest early 
in the season, lowest during the middle of the season, 
and high again toward the end of the season. The 
pattern starts earliest in 1992, a dry year, when low 
summer discharge and significant algal growth began 
earlier than usual. The earliest data in each season 
(open symbols) indicate low productivity that does not 
fit the pattern, but these data were obtained before the
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Figure 28. Measured assimilation number from three sites in 
the Tualatin River, May-October of 1991-93, with a 
polynomial fit to the data.

first big bloom in each year and probably represent a 
small population of cells not yet acclimated to favor 
able growing conditions. Several data points between 
September 12 and October 7 in 1993 are similarly low; 
these may be associated with a higher-than-normal 
release of water from Henry Hagg Lake that resulted 
in discharges of nearly 300 ft3/s at jRM 33.3 from 
September 1 to September 17 (fig. 29). The abrupt 
change in environmental conditions brought on by this 
surge of faster moving, colder water (for example, the 
predators were effectively flushed from the system) 
may have brought on the short-term dominance of a 
species normally present in small numbers and charac 
terized by lower productivity per unit chlorophyll-a.
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Figure 29. Maximum growth rate used in model simulations 
of the Tualatin River, with discharge at river mile 33.3, 
May-October of 1991-93. (RM, river mile)

The importance of these sorts of transient phenomena 
in altering species composition has been noted (Cote 
and Platt, 1983). The assimilation numbers are not a 
direct measurement of the growth rate Kag, but do sub 
stantiate significant seasonality in the maximum algal 
growth rate. Therefore, the assimilation numbers were 
used as a guide in an iterative calibration procedure 
to arrive at a simple seasonality for Kag that yielded 
greatly improved results.

This seasonality is shown in figure 29, where 
Kag is plotted with the discharge at RM 33.3 in order 
to illustrate the relation between the two. A high 
growth rate early in the year while discharge is still 
high allows blooms to occur periodically even though 
the travel time in the river is short. The first change in 
Kag is tied to the transition from high to low discharge, 
and occurs earliest in 1992 and latest in 1993. At this 
time, the early assemblage is shifted to an assemblage 
with a lower growth rate. The assimilation numbers 
indicated that the growth rate increased again later in

the season, and the calibration confirmed that this 
increase was needed, but no specific environmental 
"trigger" was found. The seasonality in the calibrated 
growth rate is simple: Kag is constant at 6 day" 1 except 
for a 70-day period at the onset of low-flow conditions 
in each year, during which it is constant at 4.5 day" 1 . 
The use of an early, mid-, and late-season value of 
Kag retains a single set of input parameters that works 
well under a wide variety of environmental conditions 
while still imposing a significant physiological shift 
that the model algorithms cannot internally simulate.

Observed and simulated concentrations of 
chlorophyll-a, averaged over the entire season, are 
plotted against river mile in figure 30. In 1991 and 
1992, both the model results and the observed data 
increase through the reach from the upstream 
boundary at RM 38.4 to RM 16.2. The observations 
show a slight decline in chlorophyll-a from RM 16.2 
to RM 8.7, and then an increase in chlorophyll-a from 
RM 8.7 to RM 5.5, the last main-stem sampling 
station within the numerical grid. The modeled 
chlorophyll-a continues to increase from RM 16.2 
to RM 11.6 before beginning to decline. Modeled 
chlorophyll-a increases again from RM 8.7 to RM 5.5, 
as do the observations. The model captures the basic 
trend in the seasonal average between each sampling 
station except at RMs 11.6 and 8.7. Through this reach 
the model simulates a large increase in chlorophyll-a, 
but concentrations in the river decrease instead. The 
last model reach from RM 5.5 to RM 3.4 cannot be 
compared with observations, but the drop in 1991 
simulated values is due primarily to large grazing 
losses, which are discussed in the next paragraph. 
In 1993, observed chlorophyll-a increases from the 
upstream boundary to RM 11.6, declines slightly to 
RM 8.7, and then increases again as in the other
2 years. The model results capture all of the basic 
trends in the 1993 data, with the exception that 
between RM 11.6 and RM 8.7 model results increase 
very slightly instead of decreasing. In all 3 years, the 
model does a good job of simulating the seasonally 
averaged algal population from the upstream boundary 
to RM 16.2. The model's simulation of the time- 
dependent concentrations is also good (fig. 31). The 
increase and decrease of chlorophyll-a with successive 
blooms at RM 16.2 is captured by the model in all
3 years, even in 1992, which is characterized not so 
much by a succession of blooms as by an initial bloom 
followed by sustained high concentrations of 
chlorophyll-a through the rest of the season.
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Figure 30. Comparison of the May-October mean of 
measured chlorophyll-a concentration with the simulated 
concentration in the Tualatin River from river mile 38.4 to 
river mile 3.4,1991-93.

The performance of the model in the reach 
between RM 16.2 and RM 5.5 depends on whether the 
zooplankton biomass reaches the threshold (about 
0.1 mg/L) required for grazing to become a significant 
loss process. The model does not capture some of the 
spatial and temporal intricacies of grazing, in large 
part because of the difficulty in modeling complex 
zooplankton population dynamics with a single rate 
constant for grazing, Kzg, and a single rate constant for 
mortality (predation), Kzm. The modeled and observed 
concentrations of zooplankton biomass at RM 5.5 are 
shown in figure 32. Observed zooplankton biomass 
concentrations were obtained from the zooplankton 
abundances (Doyle and Caldwell, 1996); these con 
centrations have strong seasonal and interannual 
variability. In order to simulate the very different 
maximum concentrations in biomass over the 3 years, 
it was necessary to acknowledge that different levels 
offish predation probably occurred, and to incorporate 
this fact into the model by specifying a different value 
ofKzm for each year. The minimum value ofKzm used 
was 0.05 day" 1 in 1991, when zooplankton biomass 
reached 1 mg/L for a midsummer period lasting sev 
eral weeks. Much higher values of 0.4 and 0.2 day" 1 
were used in 1992 and 1993, respectively, when the 
maximum zooplankton biomass was much lower.

Varying Kzm interannually was judged a necessary 
compensation for the lack of explicit fish predation 
in the model, but varying zooplankton parameters 
seasonally would be contrary to the goal of minimiz 
ing the number of calibration parameters, and was not 
justified. Therefore, the simplification of a constant 
value of Kzg and Kzm for the entire 6-month simulation 
during each year was accepted, and manifests itself in 
two ways. First, the model cannot always capture the 
seasonal dynamics of the zooplankton population with 
a seasonally invariant Kzg, as can be clearly seen in 
early 1992 when the model zooplankton grow too 
slowly (fig. 32). Secondly, the model does not always 
correctly simulate the spatial dependence of grazing 
with a spatially invariant Kzg. In 1991, large grazing 
losses caused a precipitous decline in modeled 
chlorophyll-a from RM 5.5 to RM 3.4 (fig. 30), but 
did not significantly affect chlorophyll-a between 
RM 16.2 and RM 8.7.

A comparison of observed chlorophyll-a at 
RM 16.2 and RM 5.5, in combination with the 
observed zooplankton abundance data, points to a 
threshold of 0.1 mg/L of zooplankton biomass (at 
RM 5.5) for grazing to become an important loss 
process. This criterion delimits a large "grazing 
window" in 1991 from about July 19 to September 7, 
a smaller window in 1992 from about June 8 to 
July 8, and another in 1993 from about August 8 to 
September 7, although zooplankton concentrations 
in 1993 barely achieve the threshold level. The 
calibration results reflect the occurrence of these 
grazing windows, with good agreement between 
modeled and observed data outside of the windows 
and sometimes poor agreement within. In figure 33, 
the measured and modeled chlorophyll-a results are 
plotted against time at RM 5.5 for all 3 years, with the 
approximate grazing windows indicated. Two distinct 
blooms within the 1991 grazing window nearly 
disappeared from the observations of chlorophyll-a 
between RM 16.2 and RM 5.5. In the modeled data 
these two blooms continue to grow through this reach. 
Even though the model generates approximately the 
right amount of zooplankton biomass at RM 5.5 
(fig. 32), and large grazing losses are modeled 
downstream of RM 5.5, grazing in the model does 
not affect the algae as far upstream as would be 
expected. Because the grazing rate is the same through 
the entire model reach, increasing Kzg to achieve the 
observed grazing losses between RM 16.2 and RM 5.5 
results in unrealistically high grazing (and virtually 
no chlorophyll-a) between RM 5.5 and RM 3.4.
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Figure 31. Measured chlorophyll-a concentration compared with the simulated concentration in the Tualatin River at river 
mile 16.2 (Elsner), May-October of 1991-93.

The modeling results, therefore, suggest that the 
grazing rate should be higher upstream (KM 16.2 and 
RM 5.5) than downstream (RM 5.5 and RM 3.4); it 
is plausible that there are downstream variations in 
zooplankton community structure (Urabe, 1990), with 
consequent variations in the grazing rate, but there are 
no data to confirm this. Fortunately, grazing is impor 
tant for only a limited time period, even in 1991, when 
grazing has much more of an effect than in either 1992 
or 1993. Large discrepancies in daily chlorophyll-a 
within the grazing window (fig. 33) are primarily 
responsible for the discrepancies in the seasonally 
averaged chlorophyll-a from RM 11.6 to RM 5.5 
(fig. 30); outside of the grazing window, the model 
closely simulates the chlorophyll-a concentrations.

At the beginning of the 1992 season, the model 
zooplankton biomass grows too slowly and fails to 
reach the 0.1 mg/L threshold during the 1992 grazing 
window (fig. 32). As a result, the model also fails to 
capture the decline in chlorophyll-a beginning on June 
5, the increase between June 15 and 18, and another 
decline beginning on June 23 (fig. 33). The agreement 
between modeled and observed chlorophyll-a is better 
outside of the grazing window, with the exception of 
the period between August 27 and September 16. 
Closer investigation of this time period shows that 
algal growth in the model is limited by low concentra 
tions of phosphorus, but that growth in the observa 
tions is not phosphorus-limited to the same degree, if 
at all. Discrepancies in chlorophyll-a concentrations
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Figure 32. Measured zooplankton biomass concentration compared with the simulated concentration in the Tualatin River at 
river mile 5.5 (Stafford), May-October of 1991-93.

during this time period are directly attributable to dis 
crepancies in the orthophosphate concentrations. This 
time period is discussed in more detail with the phos 
phorus calibration results.

Results from the calibration year 1993 are com 
paratively straightforward. Observed zooplankton bio 
mass reaches but only barely exceeds the 0.1 mg/L 
threshold (fig. 32); therefore, zooplankton grazing is 
not an important factor during this season. The four 
distinct blooms apparent in both the observations and 
the model results at RM 16.2 (fig. 31) are still discern 
ible at RM 5.5 (fig. 33). It is likely that zooplankton 
grazing is responsible for limiting the peaks of the sec 
ond and third blooms by the time they reach RM 5.5, 
and that is why model chlorophyll-a levels are too

high for these blooms at that location. In general, how 
ever, the model does a good job of depicting the 
sequence of blooms during this growing season.

Following the higher-than-normal release of 
water from Henry Hagg Lake in 1993 (September 1 to 
17, fig. 18), which effectively flushed the phytoplank- 
ton from the river, the observed concentrations of 
chlorophyll-a recovered faster than the modeled con 
centrations (the bloom starts on September 22 in the 
observations and September 27 in the simulation). 
This is another indication, in addition to the change in 
primary productivity (fig. 28), that a significant shift in 
community structure followed this event. The rapid 
recovery of the algal population following this event, 
in spite of lower chlorophyll-a-nonnalized primary
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Figure 33. Measured chlorophyll-a concentration compared with the simulated concentration in the Tualatin River at river mile 
5.5 (Stafford), May-October of 1991-93. (Shaded regions indicate time periods when measured zooplankton biomass 
concentration was greater than approximately 0.1 mg/L.)

productivity, suggests that the algal community has the 
capacity to adapt swiftly and to take advantage of a 
change in environmental conditions in a way that is 
not captured by the model algorithms. This particular 
time period serves as a reminder that much remains to 
be learned about the ecology of this river and that the 
modeling process often can provide an increased 
understanding of the system.

Following a water parcel downstream provides 
further insight into the sources and sinks that operate 
on the phytoplankton, and how the interaction of these 
processes ultimately results in a particular biomass 
concentration at the downstream boundary of the 
model grid. The model was used to track a water par 
cel through the model reach, starting from the

upstream boundary on June 29 in 1991. Some inaccu 
racy is inherent to this exercise because horizontal and 
vertical mixing that normally would change the com 
position of the water parcel were not taken into 
account, but the inaccuracy should be tolerable since 
the purpose was to obtain approximate rates of gain or 
loss averaged over long stretches of the river. The 
water parcel reached RM 5.5 after about 7 days, at 
approximately the peak of the second algal bloom of 
1991. The magnitude of the sources and sinks encoun 
tered along the way were calculated. The loading in 
pounds of algal C/day, averaged over six reaches, is 
plotted in figure 34 against the travel time from the 
upstream boundary. Little growth occurs through the 
first reach from RM 38.4 to RM 26.9 (about a day
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Figure 34. Simulated loss or gain of algal carbon through several reaches of the Tualatin River from river mile 38.4 to river 
mile 3.4 for a parcel of water released on June 29,1991. (RM, river mile)

anda half of travel time); during this time the light 
conditions were not favorable for growth. Light condi 
tions became favorable for growth around July 1, and 
remained so through July 9. Thus the algae in this par 
cel of water experienced positive net growth in the 
next reach between RM 26.9 and RM 16.2, with loss 
processes totaling about 39 percent of the gross 
growth; 59 percent of those losses were due to the 
combined processes of excretion and respiration, and 
40 percent were due to sedimentation. Through the 
next three reaches, from RM 16.2 to RM 5.5, the algae 
experienced a dramatic increase in gross growth due to 
the combination of increased temperature, light, and a 
rapidly expanding population. Net growth is also posi 
tive and increases downstream. Total losses are 43,57, 
and 37 percent of the gross growth through reaches 3, 
4, and 5, respectively. As a percentage of the total 
losses, the contribution of sedimentation and respira 
tion are fairly constant: 36,44, and 38 percent for sed 
imentation, and 62,54 and 59 percent for respiration 
in reaches 3,4, and 5, respectively.

The final reach of the river included in the 
model grid, from RM 5.5 to RM 3.4, should be 
viewed with some caution since no observations of 
chlorophyll-a or nutrient concentrations were avail 
able at RM 3.4. It is believed, as stated above, that 
grazing losses in the model through this reach may be 
unrealistically high; however, the water parcel under 
consideration is not in the river during the 1991 graz 
ing window. Grazing losses, therefore, are small  
only about 6 percent of the total losses. During the 
grazing window, on the other hand, grazing losses 
can account for most of the total losses; a water par 
cel traveling through this reach from August 12 to 
August 14, for example, experiences total losses 
of 205 pounds of algal C/day, with grazing losses 
accounting for 59 percent of this total. Even without 
large grazing losses, and even though light conditions 
remain favorable, the algae in the water parcel experi 
enced approximately zero net growth from RM 5.5 to 
RM 3.4. There is a significant increase in respiration 
losses, primarily because the deepest water in the river
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is in this reach, and viable, respiring cells are distrib 
uted over the entire water column as they settle. The 
main reason that the algal population stabilizes 
through this reach, however, is a decrease in gross 
growth due to a limitation by low dissolved orthophos- 
phate concentrations. The limiting concentrations in 
the model occur near the surface under stratified con 
ditions, and would be difficult to establish from the 
observations, which are averaged over the upper 
10 feet of the water column. It bears repeating that the 
model results in this last reach are somewhat specula 
tive because there are no observations with which to 
compare near the downstream boundary of the grid.

Dissolved Oxygen

Dissolved oxygen is a nonconservative 
water-quality constituent; therefore, it is useful to pre 
cede the calibration results with a detailed description 
of the important sources and sinks of dissolved oxy 
gen, as depicted by the model. The largest oxygen 
demands arising from bacterial metabolic activity are: 
allochthonous CBOD entering at the upstream bound 
ary and tributaries (including the WWTPs) in the form 
of detrital organic matter; autochthonous CBOD pro 
duced within the model reach, primarily from the 
excretion of readily recycled organic material from 
viable cells; and SOD. Historically, instream nitrifica 
tion of ammonia also was an important dissolved oxy 
gen sink due to the large loads of ammonia discharged 
from the WWTPs. During this study period, however, 
the ammonia loads from the WWTPs were quite low 
(usually less than 100 pounds of ammonia-nitrogen 
per day), and ammonia nitrification was not an impor 
tant DO sink. Such instream nitrification can be 
important at certain times of the year, particularly in 
late autumn (November) when ammonia wasteloads 
are higher (greater than 1000 pounds/day) and river 
discharge remains low (Kelly, 1996).

The rates of oxygen consumption by allochtho 
nous CBOD, autochthonous CBOD, and SOD were 
calculated from the appropriate terms in the rate equa 
tion for dissolved oxygen during 1991, and the results 
at RM 5.5 are shown in figure 35. The seasonal aver 
age was also calculated at several points along the 
model reach and the results are shown in figure 36. 
Each type of demand dominates for short periods of 
time (days to weeks), but on a seasonally averaged 
basis the largest oxygen demand comes from the 
decay of the organic matter in the bed sediments.

The SOD is also the most spatially and temporally 
consistent oxygen demand. The apparent variability in 
the volume-normalized SOD plotted in figure 36 is an 
artifact resulting from the geographic variations in the 
surface area to volume ratio of the model grid. When 
SOD is normalized to area rather than volume, it 
increases smoothly by about 25 percent from the 
upstream boundary to the downstream boundary, due 
mainly to the downstream increase in temperature. 
The variability in the time series of SOD at RM 5.5 
(fig. 35) is also due to temperature effects on the rate 
of decay. The consistency in the SOD is by design, a 
result of the large accumulation of organic matter and 
the slow rate of decay that are inputs to the model (see 
the discussion in Boundary Conditions, Reaction 
Rates, and Forcing Functions). These inputs reflect 
the description of SOD that emerged from measure 
ments made in the river at several stations and at dif 
ferent times of the year. One of the conclusions of that 
study was that the temperature-corrected SOD rate 
does not vary significantly over the summer season. 
As a result, the SOD primarily influences the concen 
tration of dissolved oxygen on a seasonal, rather than 
daily or weekly, time scale.

Superimposed on the SOD is the allochthonous 
CBOD, which varies little through the model reach 
(fig. 36), but is characterized by strong temporal fluc 
tuations that reflect the concentration of organic matter 
entering at the boundaries (fig. 35). Because the 
boundary conditions were determined by enforcing the 
total phosphorus constraint described in Boundary 
Conditions, Reaction Rates, and Forcing Functions, 
the fluctuations are, to a large extent, a manifestation 
of fluctuations in the total phosphorus concentration at 
the boundaries. The small increase at RM 9.3 in 
figure 36 is the result of large total phosphorus con 
centrations in the effluent from the Durham WWTP. 
Over most of the model reach, tributary loads and 
instream decomposition cause little change in the sea 
sonally averaged allochthonous CBOD. The allochth 
onous CBOD is not allowed to settle in the model; it 
was found during the calibration that applying any sig 
nificant settling velocity to the detrital organic matter 
entering at the upstream boundary quickly removed 
most of the CBOD in the shallow upper part of the 
model reach. This created difficulties in calibrating to 
the total phosphorus and nitrogen data, because signif 
icant amounts of these two nutrients were lost to the 
bed sediments between the upstream boundary and 
RM 26.9. Allowing this material to settle also resulted
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Figure 36. May-October mean of the simulated oxygen demands in the Tualatin River from river mile 38.4 to river mile 3.4, 
1991.

in a relatively nonturbid water column through most of 
the model reach, which is in contrast to the fact that 
the lower Tualatin River has large concentrations of 
dissolved and suspended organic matter throughout 
its length. Therefore, the settling of allochthonous 
organic matter (cojr) was set to zero in the model in 
order to keep downstream concentrations of this con 
stituent at a reasonable level. A large fraction of the 
organic material entering at the upstream boundary 
may be colloidal-sized particles such as organic mac- 
romolecules that do not settle, but it is likely that 
preventing the settling of the boundary detritus also 
compensates for unsimulated sources of organic 
material downstream, such as those directly from the 
riparian zone into the river.

The last important bacterially mediated compo 
nent of the oxygen demand, the autochthonous CBOD, 
is significant only where algal growth occurs, prima 
rily between RMs 16.2 and 3.4 (fig. 36). This CBOD 
is proportional to the phytoplankton biomass, and 
varies in time with the algal growth cycle (fig. 35). 
During algal blooms, this component of the CBOD 
dominates the other oxygen demands in the lower 
river miles.

Sources of DO include reaeration, point and 
nonpoint sources of water containing DO, and photo 
synthesis. Reaeration is not a particularly important 
source (or sink) for DO in the Tualatin River and is 
small compared to photosynthesis and inputs of oxy 
genated water. The slow rate of reaeration manifests
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itself in the rather high degree of sub- and supersatura- 
tion of DO that is routinely observed. Inputs of oxy 
genated water can be important sources in some 
subreaches of the river, but only when those inputs are 
also important components of the water budget.

Downstream of RM 16.2, photosynthesis is by 
far the most important source of DO. Thriving algal 
cells under favorable light and nutrient conditions pro 
duce more dissolved oxygen through photosynthesis 
than they consume through the combined processes of 
respiration and the decay of excreted organic matter. 
Prolonged photosynthetic activity has another conse 
quence, however; when it stops, respiration and the 
bacterial decay of cells continue to consume oxygen. 
Thus, a period of overcast weather that precipitates a 
"crash" of a large algal population can also precipitate 
a drop in dissolved oxygen. Photosynthetic production

and the consumption of oxygen by respiration and 
autochthonous CBOD make the algae of primary 
importance in determining the dissolved oxygen con 
centration, particularly on the daily and weekly time 
scales that are typical of the algal growth cycle. It is 
not surprising, therefore, that the discussion of the dis 
solved oxygen calibration results is in large part paral 
lel to the discussion of chlorophyll-a results. The same 
bloom cycle is apparent in the observations of 
chlorophyll-a at both RM 16.2 and RM 5.5 (figs. 31 
and 33) and in the observations of dissolved oxygen 
(figs. 37 and 38). The daily range in dissolved oxygen 
computed by the model is indicated in figure 38 so 
that the noon value can be compared with the maxi 
mum and minimum for the day. In general, where the 
model overestimates the chlorophyll-a at the peaks of 
blooms, it overestimates the dissolved oxygen as well.
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Figure 37. Comparison of observed dissolved oxygen concentration with the simulated concentration in the 
Tualatin River at river mile 16.2 (Elsner), May-October of 1991-93.
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The converse is also true. A statistical analysis con 
firms that the difference between modeled and 
observed chlorophyll-a at RM 16.2 is significantly 
correlated (p<.01) with the difference between mod 
eled and observed dissolved oxygen. The correlation 
coefficients are 0.59 for 1991 data, 0.50 for 1992 data, 
and 0.79 for 1993 data. Therefore, most of the discrep 
ancy between the observed and modeled dissolved 
oxygen data can be attributed to the periodic failure of 
the model to accurately simulate the amount of algal 
biomass in the water column, especially at the peaks 
of blooms in the lower reaches of the river.

A calculation of the source and sink terms for 
dissolved oxygen for the same water parcel used to 
generate figure 34 underscores the relative importance 
of the various processes (fig. 39). The most consistent 
loss of dissolved oxygen is caused by SOD, which

increases only slightly due to increasing temperature 
as the parcel moves downstream. The effects of al- 
lochthonous and autochthonous CBOD are combined 
in this plot, and the sum increases markedly as the 
parcel travels downstream. This combined CBOD, due 
in large part from the rapid decay of organic matter 
excreted from algal cells, becomes large enough to 
exceed the SOD in the lower river miles because the 
parcel encounters favorable growing conditions. The 
photosynthetic production of oxygen during this 
bloom period is prominent. Through the reach from 
RM 16.2 to the Oswego diversion dam (RM 3.4), 
the photosynthetic production of oxygen more than 
compensates for the various sinks, and the net effect 
is an increase in the DO concentration. Figure 39 
also shows the relative importance of reaeration 
and the contribution of point and nonpoint sources.
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Figure 38. Comparison of observed dissolved oxygen concentration with the simulated concentration in the 
Tualatin River at river mile 5.5 (Stafford), May-October of 1991-93.
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Reaeration is most effective in the reach from 
RM 38.4 to RM 26.9 where velocities are highest, but 
acts to decrease dissolved oxygen in the lower river 
miles, where photosynthetic production makes the 
water supersaturated with DO. Contributions of dis 
solved oxygen from small tributaries is generally 
small but positive from RM 26.9 to RM 16.2 and from 
RM 5.5 to RM 3.4. Contributions from the WWTPs 
dominate the point sources to the reach from RM 38.4 
to RM 26.9 and from RM 16.2 to RM 5.5, and are 
significant inputs of dissolved oxygen to the river.

It is important to distinguish between the daily 
to weekly effect of algae on dissolved oxygen and 
their net seasonal effect. The algae clearly act to 
increase the dissolved oxygen concentration when 
they are growing and decrease it when they are in 
decline, but the magnitude of the increase or decrease 
is limited by residence time. The size of a bloom under 
continuously favorable light conditions is limited by 
the travel time between RM 16.2 and the Oswego 
diversion dam (RM 3.4), which usually does not 
exceed 9 days, even during low flows. Conversely,

when light conditions become unfavorable for algal 
growth, the extent of oxygen depletion is also limited 
by travel time, since dead and respiring algal cells will 
eventually be advected out of the system. Dead algal 
cells that settle to the sediments continue to consume 
oxygen as they decay, but this does not significantly 
augment the high "background" SOD in the Tualatin 
River on short time scales. The duration of a bloom, 
however, is not limited by travel time, but only by the 
duration of favorable light, temperature, and nutrient 
conditions. Nutrient concentrations, by themselves, 
did not prevent the initiation of any phytoplankton 
blooms in this river during the study period. As a 
result, the effect of phytoplankton on the seasonal 
average of dissolved oxygen in the Tualatin River is 
largely a consequence of western Oregon's summer 
weather, which is characterized by favorable light con 
ditions that often last for weeks at a time. The number 
of days that the algae are net producers of oxygen 
exceeds the number of days that they are net consum 
ers; consequently, the seasonally averaged concen 
tration of dissolved oxygen between RM 16.2 and the
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Oswego diversion dam (RM 3.4) is increased over 
what it would be in the absence of primary production. 
A corollary is that if primary production were reduced, 
the SOD and allochthonous CBOD would remain 
largely unchanged, at least in the short term, and the 
seasonally averaged concentration of dissolved oxygen 
between RM 16.2 and the Oswego diversion dam 
would likely decrease. This is an important point to 
remember when interpreting management strategies for 
the river.

Phosphorus

Examination of the boundary inputs to the model 
reach shows that no source of phosphorus in the 1991 
to 1993 summer periods can be singled out as vastly 
more important than any other. Averaged over the 
entire season, in 1991 and 1993, comparable fractions 
of the total input of phosphorus to the model reach 
came from the WWTPs and from the upstream bound 
ary at RM 38.4 (table 11); the next biggest source was 
the tributaries, and the smallest, but still significant, 
source was nonpoint inputs. Much of the phosphorus in 
the tributaries, the upstream boundary, and the non- 
point sources originates from local and regional 
ground-water discharge that is rich in phosphorus 
(Rounds and others, U.S. Geological Survey, unpub. 
data, 1993). In 1992, when the WWTPs were generally 
operating at peak phosphorus-removal efficiency, the 
WWTPs became the smallest of the four sources, 
although still significant. The reduction in the propor 
tion of phosphorus from the WWTPs in 1992 resulted 
in a reduction in the seasonally averaged concentration 
of total phosphorus in the model reach; however, the 
reduction was only significant downstream of the 
Durham WWTP at RM 9.3 (fig. 40). Each of these 
inputs of phosphorus is applied in the model as a 
time-dependent boundary condition. These boundary 
conditions, and the net transfer of phosphorus across 
the sediment/water interface, determine the total phos 
phorus concentration in the water column (fig. 40).

Table 11. Percentage of the total input of phosphorus to the 
model reach from various sources
[WWTPs, wastewater-treatment plants]

Source

Upstream Nonpoint 
Season WWTPs boundary Tributaries sources

1991
1 992
1 993
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Figure 40. Comparison of the May-October mean of mea 
sured total phosphorus concentration with the simulated 
concentration in the Tualatin River from river mile 38.4 to 
river mile 3.4,1991-93.

The net transfer across the sediment/water 
interface has three components: the nonpoint inputs, 
the release of phosphorus to the water column by 
decay of organic matter in the sediments, and 
sedimentation. The model simulation of these 
processes on a seasonally averaged basis is plotted as a 
function of river mile for 1991 in figure 41. In this 
figure, the total load of phosphorus from the sediments 
to the water column is separated into the contribution 
from the nonpoint source and the contribution 
proportional to sediment decay. The sedimentation 
load from the water column to the sediments is also 
shown. In principle, all three of these components of 
the net load are interdependent, but in this application 
that interdependence is minimal because (a) the 
sediment decay rate is nearly constant and therefore 
somewhat decoupled from the sedimentation rate, and 
(b) the algae are not severely phosphorus-limited, so 
nonpoint inputs of orthophosphate do not significantly 
affect the sedimentation rate.

Because the sedimentation of phosphorus is 
established by the settling velocity of algal cells 
and detritus, and because the nonpoint source of
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Figure 41. May-October mean of simulated phosphorus loads to the bed sediments from river mile 38.4 to river mile 3.4 in the 
Tualatin River, 1991.

phosphorus to the water column was defined as a 
boundary condition, 2 of the 3 components of the 
net transfer of phosphorus across the sediment/water 
interface are constrained by considerations other than 
a direct calibration with the phosphorus data. It was 
necessary, therefore, to calibrate the third component, 
the release of phosphorus from the sediments as a 
result of organic -matter decay, with the use of a 
parameter that would allow the net load of phosphorus 
from the sediments to be calculated correctly. This 
parameter, fp, is the fraction of phosphorus stored in 
organic matter that is not released when that organic 
matter decays, and has more than one plausible 
interpretation. It could quantify the capacity of the 
oxidized surface of the bed sediments to retain 
phosphorus by adsorption to ferric oxyhydroxides 
or by incorporation into tissue of the microbial 
population. Alternatively,^ could compensate for an 
overestimated nonpoint contribution of phosphorus; 
this remains a possibility even though the ground- 
water load to the river is believed to be specified

conservatively (see Boundary Conditions, Reaction 
Rates, and Forcing Functions). It is also possible that 
the detrital material that makes up the greater part 
of the sediment organic matter is not as enriched in 
phosphorus as is the algal biomass (recall that the 
model uses a fixed stoichiometry for all organic 
matter). In this case,^> adjusts for an overestimate 
of the amount of phosphorus incorporated into the 
sediment organic matter. The net transfer of phos 
phorus across the sediment/water interface can be 
calibrated correctly using fp, but this net transfer in 
no way depends on knowing the appropriate inter 
pretation offp Similarly, the uncertainty in the 
meaning offp does not affect the interpretation of 
any management scenarios, because the release of 
phosphorus from the sediments is not subject to 
anthropogenic manipulation, regardless of the 
mechanisms involved.

The mechanistic interpretation offp is not 
the only, or even the greatest, uncertainty in accu 
rately describing the transfer of phosphorus across the
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sediment/water interface. In all likelihood, no single 
interpretation offp is correct because the bed sedi 
ments are highly heterogeneous. For example, mea- . 
surements of ground-water seepage were sparse, but 
nonetheless clearly indicated that regional ground 
water, characterized by very high orthophosphate con 
centrations, discharges directly to the river (Rounds 
and others, U.S. Geological Survey, unpub. data, 
1993). This ground water probably enters the river at 
localized areas where the river bottom intercepts a 
geologic stratum that is relatively transmissive. The 
localized discharge of high-phosphorus ground water 
implies that some of the sediments must be sorptively 
saturated with respect to phosphorus; on the other 
hand, nearby sediments may retain some of the phos 
phorus released as the organic matter in the sediments 
decays. This capacity of the sediments to retain phos 
phorus is usually attributed to adsorption of the phos 
phate ion by ferric oxyhydroxides in the oxidized 
surface layer of the sediments, implying that the abil 
ity of the sediments to limit the flux of phosphorus 
across the sediment/water interface is directly related 
to the number of available sorption sites (Jensen and 
others, 1992). It is clear that even if the mechanisms 
involved in the transfer of phosphorus across the sedi 
ment/water interface were better known, field mea 
surements could not resolve the spatial variability of 
sediment characteristics on the scale of tens of meters. 
Therefore, some parameterization of this net transfer 
would probably be required for that reason alone.

Modeled total phosphorus concentrations are 
slightly lower, on a seasonally averaged basis, than 
those observed in the river (fig. 40). Modeled ortho- 
phosphate concentrations tend to be slightly higher on 
a seasonally averaged basis than those observed 
(fig. 42), although this discrepancy is limited to 1991 
and 1993, and is weighted toward the downstream end 
of the model reach. Higher-than-observed model 
orthophosphate and lower-than-observed model total 
phosphorus concentrations are due to the choice offp 
That parameter was chosen such that orthophosphate 
concentrations matched the observations closely, par 
ticularly in the upper part of the model reach where the 
algal population begins to grow. The increasing dis 
parity between modeled and observed orthophosphate 
with distance downstream in 1991 and 1993 can be 
explained in large part by corresponding discrepancies 
in chlorophyll-a, as discussed below. The model does 
not account for all of the forms of phosphorus in the 
river, and the gap between modeled and observed total
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Figure 42. Comparison of the May-October mean of mea 
sured soluble orthophosphate concentration with the simu 
lated concentration in the Tualatin River from river mile 38.4 
to river mile 3.4,1991-93.

phosphorus might be explained by the presence of a 
substantial colloidal fraction. On a seasonally aver 
aged basis, this gap represents about 10 percent of 
the observed total phosphorus, which is similar in 
magnitude to measurements made in the Tualatin by 
Mayer (1995). The implications of a colloidal fraction 
depend on its bioavailability. A highly inert fraction 
implies an increase in total phosphorus with little or no 
effect on the cycling of orthophosphate. On the other 
hand, if the colloidal phosphorus is easily converted to 
a bioavailable form, then, to the extent that the algae 
are phosphorus-limited, that fraction would supply 
more nutrients for growth and the phytoplankton 
dynamics would change.

Through most of the model reach, the discrepan 
cies between modeled and observed orthophosphate 
can be explained in large part by (1) the discrepancies 
between modeled and observed total phosphorus, and 
(2) the discrepancies between modeled and observed 
chlorophyll-a. The relation between these discrepan 
cies can be quantified with the use of correlation 
analysis, the results of which are shown in table 12.
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Table 12. Correlation coefficients between modeled minus observed values of orthophosphate, total phosphorus, and 
chlorophyll-a
[RM, river mile. *, four data points were removed from the observed data at RM 5.5 for 1992. Light shading indicates statistical significance at the 
99 percent confidence level (jKO.Ol); dark shading indicates statistical significance at the 95 confidence level (p<0.05)]

Season

Aforthophosphate), 
A{chlorophyll-a}

RM 16.2 RM 5.5

Aforthophosphate), 
A{total phosphorus)

RM 16.2 RM 5.5

Aftotal phosphorus), 
A{chlorophyll-a)

RM 16.2 RM 5.5

At RM 16.2, the difference between the modeled and 
observed orthophosphate concentration, denoted 
A {orthophosphate}, is negatively and significantly 
correlated with A {chlorophyll-a}, implying that there 
is some direct trade-off in the water column between 
the phosphorus contained in algal cells and that in the 
form of orthophosphate. At several times during all 
3 years, an overestimate in chlorophyll-a at RM 16.2 
(fig. 31) is correlated with an underestimate of ortho- 
phosphate (fig. 43). The correlation between these two 
quantities remains highly significant at RM 5.5. The 
correlation between A {total phosphorus} and 
A {chlorophyll-a}, however, is not significant at either 
RM 16.2 or RM 5.5; therefore, the interdependence 
between chlorophyll-a and orthophosphate does not 
affect the cycling of total phosphorus.

The other major contributor to the discrepancy 
between modeled and observed orthophosphate is the 
fact that the model did not simulate total phosphorus 
with complete accuracy, as evidenced by the positive 
and significant correlation between A {orthophos 
phate} and A {total phosphorus} at RM 16.2. This cor 
relation breaks down somewhat at RM 5.5. The 
potential problem with aliasing in the observations 
downstream of the Durham WWTP has already been 
noted, and it is possible that such aliasing negatively 
affects the correlation between these two quantities at 
RM 5.5. Total phosphorus concentrations in the model 
are largely decoupled from algal growth, being deter 
mined by the upstream boundary condition, point 
inputs from tributaries and WWTPs, and the net load 
from or through the bottom sediments. Discrepancies 
between modeled and observed total phosphorus con 
centration (fig. 44) can largely be attributed to these 
factors and to the inherent error in the measured values 
(± 20 percent). Spikes in the observed total phospho 
rus concentration may be due to laboratory error or to 
an isolated and unmeasured input, such as might occur 
when a detention pond is drained.

The most uncertain phosphorus boundary condi 
tion is the nonpoint-source loading. It should be kept

in mind that errors in this boundary condition, in par 
ticular in the contribution of regional ground water 
(which is high in phosphorus), can have a significant 
effect on the total phosphorus budget. This contribu 
tion was set at a maximum discharge of 2 frVs in all 
3 years and does not contain any seasonal or interan- 
nual variability. It is reasonable to assume that the 
regional ground-water discharge does not respond to 
short-term forcings. Therefore, large short-term 
fluctuations in the regional discharge are unlikely. 
Variability in the regional ground-water discharge is 
most likely to manifest itself on a seasonal or interan- 
nual basis; therefore, discrepancies between simulated 
and observed data on the scale of days to months are 
probably due to other factors.

The period between July 23 and September 1 in 
1992 is notable because modeled total phosphorus 
concentrations are substantially lower than observed, 
and reach the lowest values of the entire 18 months of 
simulations (fig. 44). Modeled concentrations of 
orthophosphate (fig. 43) during this time are also 
lower than observed and are in the algal-growth- 
limiting range (recall that the Michaelis-Menten 
half-saturation constant for phosphorus was set at 
0.005 mg/L). The lower-than-observed modeled phos 
phorus concentrations are clearly evident at RM 16.2, 
even though the effect of this phosphorus limitation on 
modeled algal growth is not evident until RM 5.5. 
This is the only time period during the entire 
18 months of simulations when the model's difficulty 
in simulating algal growth correctly is directly attrib 
utable to an inaccuracy in simulated phosphorus con 
centrations.

The reason that the model underestimates phos 
phorus concentrations during this time period is not 
completely clear, but the fact that this time period was 
characterized by very low flows and prolonged sunny 
weather may be relevant. Stratification in the lower 
reach of the river was more severe than usual, and 
there were very high concentrations of total phospho 
rus and orthophosphate in an anoxic hypolimnion in
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Figure 43. Measured soluble orthophosphate concentration compared with the simulated concentration in the Tualatin River at 
river mile 16.2 (Elsner), May-October of 1991-93.

several deep parts of the river. On July 20, for exam 
ple, concentrations of total phosphorus and orthophos 
phate of 1.9 and 1.8 mg/L, respectively, were 
measured at RM 5.5 at a depth of 18 feet where there 
was no detectable dissolved oxygen (Doyle and Cald- 
well, 1996). At RM 4.0, concentrations of total phos 
phorus and orthophosphate were 1.6 and 0.3 mg/L, 
respectively, at a depth of 21 feet where there was no 
detectable dissolved oxygen; at a depth of 6 feet where 
dissolved oxygen was measured at 6.3 mg/L, the phos 
phorus concentrations were 0.04 and 0.01 mg/L, 
respectively.

These measurements reinforce the well-known 
fact that sustained reducing conditions at the sedi 
ment/water interface result in a release of phosphorus 
that was previously adsorbed onto an oxidized sedi

ment surface layer. Except for some limited transient 
mixing that would continuously entrain some 
hypolimnetic phosphorus into the mixed surface layer, 
this phosphorus would remain trapped in the anoxic 
hypolimnion until the water column turns over, creat 
ing a strong vertical gradient in concentration. The 
observed temperature profile data confirm that the 
water column was stratified during this time at RM 5.5 
and did not turn over completely for several weeks. 
The mechanism for sediment phosphorus release 
under anoxic conditions is not included in this applica 
tion of CE-QUAL-W2, and its absence should create 
small discrepancies between simulated and observed 
phosphorus concentrations, but only downstream of 
those reaches that tend to stratify and produce signifi 
cant regions of anoxic hypolimnetic water between
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Figure 44. Measured total phosphorus concentration compared with the simulated concentration in the Tualatin River at river 
mile 16.2 (Elsner), May-October of 1991-93.

RMs 6.5 and 3.4, for the most part. The discrepancy 
between observed and simulated phosphorus concen 
trations, however, is apparent upstream of those 
reaches, even at RM 26.9 where the water column is 
shallower, any temperature gradients set up during the 
day are removed at night, and advectively isolated 
deep pools are not present. It is unlikely, therefore, that 
the hypolimnetic release of phosphorus is the mecha 
nism responsible for the observed concentrations that 
are higher than modeled concentrations from July 23 
to September 1,1992.

If sediment phosphorus release under reducing 
conditions is to explain why modeled phosphorus con 
centrations are very low during this time period, then 
reducing conditions must be possible even in a shal 
low, unstratified water column. This may be possible if

oxygen is rapidly depleted in a thin layer of water near 
the sediment/water interface and flows are so slow that 
the interface is only sporadically reoxygenated. Phos 
phorus released in this manner would mix more-or- 
less continuously with the rest of the water column, 
rather than be confined to a hypolimnion and released 
abruptly when the water column turned over. The 
warmer temperatures and lower flows of mid-1992 
might provide conditions that enable this process to an 
extent not normally seen. Unaccounted-for losses in 
nitrate during this same time period provide additional 
evidence that reducing conditions are present, al 
though denitrification does not necessarily have to 
occur in the sediments, as discussed below. Without 
further investigation of the sediment/water interface, 
however, this discussion remains speculative.
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Nitrogen

Ammonia and nitrate-plus-nitrite nitrogen in 
the Tualatin River behave more like conservative 
substances than phosphorus, and are largely a 
reflection of the boundary inputs upstream (the main 
stem at RM 38.4 and the WWTPs at RMs 38.1 and 
9.3). The combined total of ammonia and nitrate- 
plus-nitrite nitrogen in the river is well above 
concentrations that limit algal growth. Algal uptake 
does affect ammonia concentrations somewhat, but 
nitrate concentrations are large enough that algal 
uptake has little effect. In contrast to the phosphorus 
budget, a single source can be identified as dominant 
in the nitrogen budget. The primary sources of 
nitrogen to the model reach, averaged over the 
May through October season, are the WWTPs that 
account for well over half of the total input (table 13).

Table 13. Percentage of the total input of nitrogen to the 
model reach from various sources
[WWTPs, wastewater-treatment plants]

Source

Season

1991
1 992
1 993

WWTPs

67
79
57

Upstream 
boundary

22.5
14
31.5

Tributaries

10
6

11

Nonpoint 
sources

0.5
1
.5

The nitrogen inputs from the WWTPs result in 
abrupt concentration increases on plots of the seasonal 
averages of the various nitrogen constituents against 
river mile (figs. 45 and 46), but otherwise the spatial 
variation is minimal. Large inputs of ammonia from the 
Durham WWTP (RM 9.3) as a consequence of planned 
changes in operation are clearly evident in 1991 and 
1993; in contrast, nitrification was able to remove 
nearly all the ammonia from the effluent in 1992. The 
effect of Rock Creek WWTP effluent (RM 38.1), 
which does not contribute greatly to ammonia-N in 
the river, can clearly be seen in the plots of nitrate-N 
(fig. 46). An abrupt increase in nitrate-N due to effluent 
from the Durham WWTP also can be seen at RM 9.3; 
this increase is larger in 1992 when more efficient 
nitrification in the WWTP converted ammonia- 
nitrogen to nitrate-nitrogen.

The time series of ammonia concentration at 
RM 5.5 (fig. 47) reflects primarily the load of ammonia 
from the Durham WWTP. Concentrations of ammonia 
downstream of the plant were much higher during most 
of 1991 and during August and September of 1993 than 
in 1992 due to interruptions in treatment at the plant.
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The highest instream ammonia concentrations attained 
during 1991 and 1993, however, still did not result in 
significant nitrification in the river. Nitrification does 
become important, especially in the upper, shallower 
reach of the river, when concentrations comparable to 
those in September of 1993 are sustained long enough 
for a large population of nitrifying bacteria to develop, 
which can occur frequently in November (Kelly, 
1996). Overall, the simulation of ammonia concentra 
tions is good.

Nitrate concentrations (fig. 48) are the result of a 
combination of inputs, including the upstream bound 
ary, the two WWTPs, and tributaries. Overall, the 
model does a good job of simulating the nitrate con 
centration, although for an extended period in 1992

and a shorter period in 1993, model concentrations 
are noticeably higher than observed concentrations. 
This is curious because the model generally does an 
excellent job of simulating conservative quantities, 
and nitrate, at the concentrations found in the Tualatin 
River, should be nearly conservative unless reducing 
conditions are encountered. Nonetheless, starting on 
July 23,1992, modeled nitrate concentrations diverge 
from observed concentrations and are higher with such 
consistency that a sink of nitrate not included in the 
model is suggested. The period between July 23 and 
September 1,1992, is particularly notable because 
during this time simulated phosphorus concentrations 
are low compared with observed values, as discussed 
previously. The nitrate data provide further evidence
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that reducing conditions may have been present at the 
sediment/water interface during this extremely warm, 
low-flow period, and that denitrification, a process not 
simulated by the model, may have occurred. The gap 
between simulated and observed nitrate concentration 
is apparent at RM 26.9, implying that significant deni 
trification must be occurring between the Rock Creek 
WWTP and that station.

The flux of nitrogen across the sediment/water 
interface through sedimentation and the decomposi 
tion of sediment organic matter is a much smaller 
percentage of the total nitrogen budget in comparison 
to phosphorus, for which these loadings play a major 
role. It was determined during the calibration process 
and from a review of the literature (Bowie and others,

1985), however, that the nitrogen released to the water 
column from the decay of sediment organic matter 
needed to be in the form of nitrate rather than ammo 
nia. The amount of nitrogen entering the water column 
through this pathway is small relative to point sources. 
However, because water-column concentrations of 
ammonia are low, even small releases of ammonia 
from decaying organic matter resulted in modeled 
concentrations that were about twice as high as 
observed concentrations. Releasing the nitrogen from 
the sediments as nitrate solves this problem, but also 
implies the presence of nitrifying bacteria in the bed 
sediments, with a corresponding oxygen demand. This 
oxygen demand would be accounted for as a fraction 
of the measured SOD.
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pH

The pH of the Tualatin River is a State of 
Oregon, regulated, water-quality parameter. To protect 
the health of resident fish populations, the State 
established a maximum-allowable-pH standard of 8.5 
(and a lower limit of 6.5). Algal photosynthesis and 
respiration largely determine the pH of Tualatin River 
water from May through October. During warm, 
sunny days, photosynthetic activity extracts dissolved 
CO2 from the water, causing an increase in pH. 
At night, algal respiration releases CO2 to the water; 
as a result, the pH decreases. In 1991,1992, and 
1993, factors such as warm water, long travel 
times, and ample nutrients often resulted in large 
blooms of phytoplankton in the lower Tualatin River.

The cycles of algal growth and respiration caused 
wide daily variations in the pH and a number of 
violations of the State pH standard (fig. 49). Because 
pH is an important parameter in this river, an attempt 
was made to include it in the water-quality model. 
Although the attempt was not entirely successful, the 
results are instructive.

As long as the pH of the Tualatin River is con 
trolled by the chemistry of carbonic acid, it can be 
calculated easily from two of the other water-quality 
constituents simulated by CE-QUAL-W2: carbonate 
alkalinity and total inorganic carbon. These two 
constituents are transported with the flow and are 
affected by chemical and biological reactions (see 
the Algorithms section). In contrast, pH is neither
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Figure 49. Hourly pH values observed in the Tualatin River at river mile 3.4 (Oswego diversion dam), May-October of 1991 93.
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transported nor reacted; it is simply calculated using 
the concentrations of alkalinity and total inorganic 
carbon. The pH, alkalinity, and total inorganic-carbon 
constituents are not necessary to any other part of 
the model calibration. In this version of CE-QUAL- 
W2, the pH, alkalinity, and total inorganic-carbon 
constituents provide no feedback to the main suite of 
water-quality algorithms.

Measurements of carbonate alkalinity at the 
model boundaries were only available in the 1993 data 
set; therefore, pH could only be simulated for the May 
through October period of that year. Because total 
inorganic-carbon concentrations were not measured, 
estimates were calculated at the boundaries using 
equation 36 and the measured pH and alkalinity val 
ues. Assuming that this calculation provided reason 
able estimates, Tualatin River water at RM 38.4 (Rood 
Bridge) was supersaturated with respect to CC>2, rang 
ing from three to twenty-two times saturation.

Although the carbonate alkalinity in this model 
is affected by nitrification, photosynthesis, and respi 
ration reactions, those perturbations are generally 
small. As a result, this constituent should behave like a 
conservative tracer, responding mainly to changes in 
the boundary conditions over time. Indeed, the model 
was able to simulate the transport of carbonate alkalin

ity relatively well (fig. 50). Neglecting the "high-flow" 
experiment from September 7 to 27 of 1993, for which 
only limited boundary condition data were available, 
the simulated alkalinities differ from their observed 
counterparts by less than 10 percent and often by less 
than 5 percent. Normally, such small errors would be 
more than acceptable. When the simulated alkalinity is 
used to calculate pH, however, greater accuracy may 
be required. An analysis of equation 36 reveals that 
the calculation of pH is dependent on, and sensitive to, 
the ratio of alkalinity (Alk) to total inorganic carbon 
(Cy). When that ratio is 1.0 and the concentrations of 
H* and OH" are insignificant, the pH is 8.3 and almost 
all of the inorganic carbon is in the form of HCO3". 
At that point, the pH is not well buffered. In fact, for 
values of Alk and CT typically found in the Tualatin 
River, equation 36 simulates little buffering in the pH 
range from 7.5 to 9.1. Under these conditions, and if 
the ratio of Alk to CT is near 1.0, a 5 percent error 
in either the simulated alkalinity or the simulated 
inorganic-carbon concentration would cause an error 
of almost a full unit in the simulated pH. Accurately 
simulating pH values in the range 7.5 to 9.1, therefore, 
is difficult and requires a very accurate simulation 
of the carbonate alkalinity and the inorganic carbon 
constituents.
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Changes in the pH of Tualatin River water are 
driven mainly by changes in the total inorganic-carbon 
concentration, which, in turn, are determined by 
variable boundary conditions and the cycles of algal 
photosynthesis and respiration. The pH cannot be 
modeled accurately, therefore, unless the phytoplank- 
ton population is also modeled accurately. The goal of 
the model calibration, however, was not to simulate 
each algal bloom to a high degree of accuracy. Rather, 
the goal was to capture the dynamics of the processes 
that control water quality without sacrificing the 
constancy of model parameters and, therefore, the 
ability to extrapolate the calibration beyond the 
conditions of an individual algal bloom. Consistent 
with that goal, the calibrated model was able to capture 
the general dynamics of algal growth and water quality 
in the Tualatin River while varying only two of the 
calibration parameters. The compromise inherent to 
this approach was that many of the individual algal 
blooms would not be modeled exactly. As a result, the 
simulated pH values also would not be expected to 
match the measured values exactly. Indeed, although 
the simulated pH values generally rise, fall, and show 
daily variations when they should, they do not match 
the observed values at RMs 16.2 and 5.5 closely 
enough to be predictive (fig. 51). Too often, the 
simulated pH values predict a violation of the State 
standard when none was observed. If the goal of the 
modeling work had been to exactly simulate each 
individual algal bloom, then the simulated pH values 
for those time periods would have been more accurate. 
The calibration parameters for each bloom, however, 
would apply only to a very limited set of conditions, 
making the model less useful as a predictive tool.

The discrepancies between the simulated and 
observed pH values are due almost entirely to similar 
discrepancies between the simulated and observed 
chlorophyll-a concentrations. At RM 16.2, for 
example, while the simulated and observed pH values 
match fairly well, the periods of time in which the 
model simulates pHs that are too low are the same 
periods when the model simulates too little algae 
(fig. 31). When the model simulates the algae 
accurately at that site, the simulated pH values are 
excellent. At RM 5.5, the simulated pH values for 
June 19 to July 14, August 8 to 13, and August 23 to 
September 7 are generally too high, resulting from 
simulated algal populations that are too large (fig. 33). 
In addition, measured pH values at that site are slightly 
higher than the simulated values for July 14 to 29,

resulting from simulated algal populations that are too 
small.

At the Oswego diversion dam (RM 3.4), the 
continuous monitor of pH and DO shows that the pH 
of Tualatin River water is determined largely by (a) 
algal photosynthesis and respiration, and (b) the 
chemistry of carbonic acid. Because reaeration in 
the slow-moving Tualatin River is slow, the DO 
concentration acts as a good surrogate for algal 
activity. A plot of the pH against the DO concen 
tration, therefore, illustrates the influence of algal 
activity (fig. 52). That plot shows a very close relation 
between pH and DO and, therefore, between pH and 
algal activity. Both the observed and simulated data 
have an inflection in the pH/DO curve at a pH of about 
8.0 to 8.3. This inflection is obvious in the graph of 
the simulated data, and still readily discernible in the 
graph of the measured data. The presence of an 
inflection point in that pH range is characteristic of 
the dissociation reactions of carbonic acid. Essentially, 
the plot of pH against DO mimics a titration curve 
for HCO3~. The simulated data show the inflection 
because the chemistry of carbonic acid was imposed 
by the model. The fact that the measured data show 
an inflection means that carbonic acid is important 
in determining the pH of Tualatin River water. The 
inflection observed in the measured relation is less 
pronounced than its simulated counterpart probably 
because the pH of the natural system is also influenced 
by other acids and bases. Natural waters are buffered 
to some extent by a wide variety of humic and fulvic 
acids that are not included in the model simulations. 
Including that sort of buffering in the model would be 
exceedingly difficult, due to the nonuniforai structure 
and activity of these substances. The effect of these 
other acids on the pH, however, is small relative to 
the effects of photosynthesis, respiration, and the 
reactions of carbonic acid.

MODEL APPLICATIONS

A primary goal of this application of 
CE-QUAL-W2 to the Tualatin River has been to 
create a calibrated model that can be used to determine 
the probable efficacy of hypothetical scenarios quickly 
and inexpensively. The modeled results of several 
possible scenarios are discussed in this section. The 
results presented illustrate some important concepts, 
and they demonstrate the potential for the model to 
address other management questions as they arise.
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Figure 52. Relation of near-surface dissolved oxygen concentration to pH for the Tualatin River at the U.S. Geological Survey 
monitor at river mile 3.4 (Oswego diversion dam): observed (May-October of 1991-93) and simulated (May-October of 1993).

The testing of hypothetical management 
scenarios requires that the model be applied in a 
prognostic mode and, by definition, that it be applied 
under conditions to which it has not been explicitly 
calibrated. In this application, two decisions were 
made in an attempt to assure that the calibration 
parameters would remain valid under the new, 
hypothetical conditions. The first was that as few 
parameters as possible would be varied over the 
18 months of calibrated simulations, so that the final 
set of parameters would be robust and broadly 
applicable (see the discussion in the Calibration 
section). The second decision was that hypothetical 
scenarios would be tested by using the same forcing

functions and boundary data used in the calibration, 
with minor changes as required for the scenario being 
tested. In other words, the scenarios answer the 
question "What would the river have looked like if this 
management option had been implemented in 1991 
(or 1992 or 1993)?" In this way, it can be ensured that 
the environmental conditions (including hydrology, 
meteorology, and water quality) of the hypothetical 
scenarios are small deviations from those under which 
the model was calibrated, and that the calibration 
parameters remain valid. Each scenario was tested 
using all three (1991 93) calibration seasons in order 
to simulate its effect for a wide range in hydrologic 
conditions.
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The strategy of testing the hypothetical scenar 
ios by reusing the calibration data sets has the further 
advantage that the performance of the model has 
already been determined by a comparison with the 
observations. The accuracy of the hypothetical scenar 
ios depends in large part on the accuracy of the cali 
bration runs; for those time periods and river reaches 
that the calibration runs were more (or less) accurate, 
the hypothetical scenarios should also be more (or 
less) accurate. The calibration indicated, for example, 
that the model performs best through the reach of the 
river from the upstream boundary to RM 16.2. Results 
from RM 16.2 to RM 5.5 are sometimes very good, 
but not as consistently good as they are through the 
upstream reach. The results from RM 5.5 to the 
Oswego diversion dam at RM 3.4 need to be inter 
preted carefully because there were no calibration 
data for some constituents at the downstream bound 
ary. The biggest temporal consideration to emerge 
from the calibration is that the model performance 
was seen to degrade somewhat at RM 5.5 when 
grazing was an important loss process for phyto- 
plankton.

Most of the scenarios are designed to reduce 
algal growth, either by reducing the length of time the 
algae are in the river (the travel time) or by making 
environmental conditions less favorable for growth. 
There are two reasons for the focus on reducing algal 
growth. The first is that the algae are a "nuisance" fac 
tor, and the second is the presumption that a reduction 
in algal growth will result in improved water quality. 
Algae in this river affect water quality primarily 
through their influence on dissolved oxygen and pH. 
For the reasons stated previously, however, pH was 
not modeled with sufficient accuracy to warrant its 
inclusion in the hypothetical scenarios. Therefore, 
dissolved oxygen is the primary indicator of water 
quality considered in this discussion.

The various hypothetical scenarios are summa 
rized in table 14. A reduction in travel time is accom 
plished either by flow augmentation (scenarios 2a 
and 2b), or by lowering the surface elevation at 
the Oswego diversion dam (scenarios 4a and 4b). 
Environmental conditions are made less favorable 
for algal growth by lowering the water temperature 
(scenarios 5a and 5b), or by reducing nutrient concen 
trations (scenarios la, Ib, 6a, and 7). Two scenarios 
employ a combination of flow augmentation and 
reduced nutrient concentrations (scenarios 3a and 3b).

Four of the scenarios listed in table 14 are not neces 
sarily management scenarios, but they provide useful 
comparisons. Scenario 6b simulates the potential 
effect of population growth in the Tualatin River 
Basin, scenario 8 simulates the effect of reducing the 
SOD by one-half, and scenarios 9a and 9b provide an 
idea of what benefit has already been gained as a result 
of the implementation of advanced phosphorus 
removal and ammonia nitrification in the WWTPs.

It is instructive to look at the results of all of the 
scenarios together before discussing them individu 
ally. In figure 53, the difference in monthly mean 
dissolved oxygen concentration between 11 of the 
hypothetical management scenarios and the calibra 
tion simulation is plotted against the same difference 
in monthly mean chlorophyll-a concentration at 
RM 16.2. Throughout this discussion, the calibration 
simulation provides the base case against which each 
hypothetical simulation is compared, because it is the 
changes induced by the hypothetical scenario that are 
of interest, not how well the model simulates the 
observed data. The latter has already been discussed in 
the Calibration section. A positive difference indicates 
that the quantity increased in the hypothetical scenario 
relative to the calibration. One data point is plotted 
for each month of simulated results, or 18 points for 
each scenario. Scenarios 6a and 7 are not included 
because they do not plot significantly away from the 
origin. Scenario 8 (not a management scenario) is 
included in the figure because it provides a useful 
comparison.

Using the model parameter values as described 
previously, the simulated change in monthly mean dis 
solved oxygen for most of the scenarios is positively 
correlated with the change in monthly mean chloro 
phyll-a, illustrating that the presumed connection 
between reduced algal growth and increased dissolved 
oxygen does not appear in the monthly mean data. The 
data for most of the scenarios tend to fall along a posi 
tively sloping line that is offset some distance below 
the origin, with the result that the greatest increases in 
monthly mean dissolved oxygen produced by a given 
scenario tend to be associated with the smallest 
decreases in monthly mean chlorophyll-a. Therefore, 
the maximum increase in dissolved oxygen achieved 
by any given scenario (on a monthly basis) has less to 
do with changes in algal growth than with other 
aspects of that scenario that affect dissolved oxygen.
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Table 14. Hypothetical scenarios tested by this application of CE-QUAL-W2
[TMDL, total maximum daily load; CBOD, carbonaceous biochemical oxygen demand; RM, river mile; ft^/s, cubic feet per second; °C, degrees Celsius; 
WWTP(s), wastewater-treatment plant(s); SOD, sediment oxygen demand]

Scenario Title Description

la

Ib

Tributary phosphorus reduction Total phosphorus in all tributaries and the upstream boundary 
decreased to TMDL levels by preferentially removing detrital 
phosphorus. Removal of organic phosphorus also reduces 
CBOD inputs.

Total phosphorus in all tributaries and the upstream boundary 
decreased to TMDL levels by preferentially removing ortho- 
phosphate.

2a 

2b

Flow augmentation Discharge at RM 38.4 not allowed to drop below 150 frVs. 

Discharge at RM 38.4 not allowed to drop below 200 frVs.

3a

3b

Tributary phosphorus reduction 
with flow augmentation

Total phosphorus in all tributaries and the upstream boundary 
decreased to TMDL levels by preferentially removing detrital 
phosphorus, and discharge at RM 38.4 not allowed to drop 
below ISO ftVs. Removal of organic phosphorus also reduces 
CBOD inputs.

Total phosphorus in all tributaries and the upstream boundary 
decreased to TMDL levels by preferentially removing ortho- 
phosphate, and discharge at RM 38.4 not allowed to drop 
below 150 f^/s.

4a 

4b 

5a 

5b

Oswego diversion dam 
(RM 3.4) modifications

Stream temperature reductions

No flashboards installed at the Oswego diversion dam. 

Base elevation of the Oswego diversion dam lowered by 4 ft.

Temperature of all tributaries and the upstream boundary 
reduced by 2°C.

Temperature of all tributaries and the upstream boundary 
reduced by 5°C.

6a 

6b

Optimal WWTP operations Durham and Rock Creek WWTPs operating at peak efficiency, 
based on 1992 performance.

Durham and Rock Creek WWTPs operating at peak efficiency, 
based on 1992 performance, and treatment plant effluent dis 
charge doubled.

Denitrification in the WWTPs State-of-the-art nitrification/denitrification implemented at the 
Durham and Rock Creek WWTPs.

8

9a

9b

Reduction in SOD

WWTP operations prior to 
nutrient removal

Sediment oxygen demand reduced by one-half.

Effluent nutrient concentrations set at typical 1988 levels; an 
instream nitrification rate of 0.023 day* 1 used.

Effluent nutrient concentrations set at typical 1988 levels; 
instream nitrification rates of 0.219 day"1 (RMs 38.4 to 30) 
and 0.055 day''(RMs 30 to 3.4) used.
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This result may seem counterintuitive in light of the 
numerous eutrophication studies that might suggest 
otherwise, but it is consistent with Tualatin River 
data when one considers how the effects of each 
scenario are manifested. For example, the flow 
augmentation and reduced dam elevation scenarios 
(2a,b and 4a,b) reduce the travel time in the river, 
thereby reducing the amount of DO removed by 
SOD and CBOD, and somewhat increase the reaera- 
tion. The scenarios that involve removal of detrital 
phosphorus at the boundaries (la and 3a) result in 
greatly reduced allochthonous CBOD and, therefore, 
greatly reduced oxygen consumption by water- 
column decay processes. Most of the increase in 
DO associated with scenarios la and 3a results from 
reduced CBOD rather than from reduced algal 
growth. The scenarios that reduce temperature 
(5a and 5b) increase dissolved oxygen primarily by 
decreasing the reaction rates of decay in the water

column and sediments and secondarily by increasing 
its solubility.

The largest increases in mean DO during any 
month are produced by scenarios la, 2b, 3a, 4a, 5b, 
and 8, with relatively small changes in the monthly 
mean chlorophyll-a concentration. On the other hand, 
the largest decreases in chlorophyll-a are produced by 
scenarios Ib, 2b, and 3b, and all produce relatively 
large decreases in DO. Scenarios Ib and 3b demon 
strate that algal growth (during blooms) can be effec 
tively limited by reducing the supply of nutrients, but 
these scenarios have a small offset to the right of the 
origin and, therefore, the least positive effect on DO. 
Scenario 8, the malmanagement scenario in which 
SOD is reduced by half, demonstrates the importance 
of sediment organic-matter decay in determining DO 
concentrations. This scenario generates the largest 
monthly mean increases in DO with very little change 
in algal growth.
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Monthly means are not necessarily good indica 
tors of the extent and frequency of the minima in dis 
solved oxygen concentration, or of overall ecological 
health. A better indicator, perhaps, is the frequency of 
violation of the State of Oregon minimum dissolved 
oxygen standard for waters designated as cool-water 
aquatic resources, which is the designation for the 
modeled reach of the Tualatin River. Prior to July of 
1996, the minimum DO standard was 6.0 mg/L. After 
July of 1996, however, the standard was modified such 
that any instantaneous measurement of DO must be 
greater than 4.0 mg/L, the 7-day mean of daily minima 
must be greater than 5.0 mg/L, and the 30-day mean 
must be greater than 6.5 mg/L (Oregon Department of 
Environmental Quality, 1997). Neither the 7-day mean 
minimum nor the 30-day mean allow credit for super- 
saturation conditions; if such conditions occur, then 
the concentration at saturation is used. The modified 
standard also states that when insufficient data are 
available to calculate these statistics, the dissolved

oxygen concentration should never be less than 
6.5 mg/L. Hourly dissolved oxygen concentrations 
from the calibration simulation and all of the hypothet 
ical scenarios were compared to this modified DO 
standard for two sites in the model reach (tables 15 
and 16). The scenarios that resulted in more than a 
20 percent decrease in chlorophyll-a, when averaged 
over a 6-month season, are shaded in the tables to pro 
vide a simultaneous measure of how effectively each 
scenario reduces algal growth.

Data in tables 15 and 16 show that the scenarios 
that are most effective at reducing the number of 
occurrences of below-standard DO are not necessarily 
the same scenarios that are most effective at reducing 
algal growth. Scenario la is effective in reducing the 
number of occurrences of below-standard DO (because 
CBOD is reduced), but does not appreciably reduce 
algal growth. On the other hand, scenarios Ib and 
3b effectively reduce algal growth but do not appre 
ciably reduce the occurrences of below-standard DO.

Table 15. Percentage of time that simulated 10-foot vertically averaged dissolved oxygen concentrations at river mile 16.2 
(Elsner) on the main-stem Tualatin River violated the State of Oregon minimum dissolved oxygen standard
[DO, dissolved oxygen; <, less than; mg/L, milligrams per liter. No credit is given for supersaturation in the calculation of DO statistics. Percentages are 
based on simulated hourly data. Shaded cells indicate that the 6-month average of the chlorophyll-a concentration was decreased by at least 20 percent, 
as compared to the calibration simulation. Simulation 4b is not included because 4b was run only for the reach downstream of river mile 10]
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Flow augmentation (scenario 2b) seems to be effective 
at both reducing algal growth and reducing the number 
of occurrences of below-standard DO concentrations; 
the decrease in residence time not only decreases the 
algal population, but decreases the effect of the CBOD 
and the SOD. These results are similar to those for 
monthly mean concentrations: most scenarios affect 
the DO minima more through their effect on other 
consumption processes, such as CBOD and SOD, 
rather than through a reduction in algal growth. The 
importance of other oxygen demands in determining 
the DO concentration and the number of below- 
standard occurrences is further demonstrated by 
scenario 8, which is included in the tables for com 
parison purposes. This scenario all but eliminates 
violations of the State DO standard in all 3 years, but 
results in almost no change in algal growth.

Many of the important conclusions drawn from 
the hypothetical management scenarios discussed 
below can be demonstrated by looking first at the com

parison of two scenarios (la and 3b) with the base case. 
Scenarios la and 3b were chosen because la achieves 
the maximum overall increase in DO concentration, 
and 3b achieves the maximum overall decrease in 
chlorophyll-a. Both of these assessments were made by 
simply taking average values over the entire 6-month 
season, and comparing with the average value for the 
calibration. A plot of chlorophyll-a at RM 16.2 (fig. 54) 
shows that the combination of flow augmentation with 
a significant reduction in orthophosphate (scenario 3b) 
can very effectively limit the size of algal blooms, often 
by as much as 50 percent. A comparison of figure 54 
with figure 55 shows that the reduction in algal growth 
in scenario 3b manifests itself primarily as a much 
lower oxygen concentration during algal blooms. 
There is little evidence of the expected increase in 
oxygen concentration during algal crashes, probably 
because of their short duration and because the back 
ground oxygen demands are so high that they domi 
nate oxygen consumption even during algal crashes.

Table 16. Percentage of time that simulated 10-foot vertically averaged dissolved oxygen concentrations at river mile 5.5 
(Stafford) on the main-stem Tualatin River violated the State of Oregon minimum dissolved oxygen standard
[DO, dissolved oxygen; <, less than; mg/L, milligrams per liter. No credit is given for supersaturation in the calculation of DO statistics. Percentages are 
based on simulated hourly data. Shaded cells indicate that the 6-month average of the chlorophyll-a concentration was decreased by at least 20 percent, 
as compared to the calibration simulation]
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The only time period when scenario 3b significantly 
increases DO concentration is October of 1992, when 
the flow augmentation decreases the time of travel 
enough that oxygen consumption by CBOD and SOD 
is reduced substantially. Therefore, the management 
strategy that most effectively reduces algal growth is 
not the same strategy that generates the greatest over 
all increase in dissolved oxygen concentration.

The phosphorus reduction scenario in which 
detrital phosphorus is removed preferentially (scenario 
la) is most effective at increasing dissolved oxygen 
because of the reduced concentration of allochthonous 
CBOD. This scenario also reduces orthophosphate 
somewhat because phosphorus release from the 
decomposition of detrital organic matter is reduced,

but the ability of this scenario to limit algal growth is 
minimal, except at the peak of very large blooms. 
Algal growth is affected by this scenario somewhat 
more in 1992 because simulated phosphorus concen 
trations during the midsummer months are very low to 
begin with, so the phosphorus limitation to algal 
growth enhances the effect of the small reduction in 
orthophosphate. The effect of scenario la on dissolved 
oxygen is primarily a relatively constant positive off 
set (fig. 55), due to a reduction in the background oxy 
gen demand from the decay of allochthonous CBOD. 
The comparison of scenarios la and 3b demonstrates 
that the role of the algae in determining the dissolved 
oxygen concentration is primarily one of production 
rather than consumption; therefore, a reduction in

Calibration 
Scenario1a 
Scenario 3b

MAY JUNE JULY AUG 
MONTH

SEPT OCT

Figure 54. Calibrated chlorophyll-a concentration at river mile 16.2 (Elsner) compared with simulated concentrations under 
scenarios 1aand3b.
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algal growth generally reduces rather than increases 
dissolved oxygen concentrations. This is not alto 
gether bad, as a reduction in the size of an algal bloom 
will also decrease the diel variation in DO and pH dur 
ing that bloom; such variations can cause stress to 
aquatic organisms. A reduced but more stable DO con 
centration may be better for aquatic life than a higher 
but more erratic level. The most effective way to 
increase overall dissolved oxygen concentrations, 
however, is to reduce the high background demand for 
oxygen. The other management strategies discussed 
below share some of the effects of these two scenarios.

In order to quantitatively summarize each of the 
hypothetical simulations in a concise manner, a table 
of bimonthly means of the relevant parameters was

constructed for each scenario. The 2-month periods 
are intended to roughly capture a seasonal pattern in 
the summer cycle. The first 2 months, May and June, 
are generally characterized by higher discharge and 
smaller algal blooms than the July August period, 
when low summer flows have been established, the 
weather is generally favorable for algal growth, and 
the size of algal blooms is the largest of the year. The 
September-October period is commonly an important 
period in terms of water quality because discharge 
remains low through this period, but light conditions 
become less favorable for the algae. Very low oxygen 
concentrations typically are observed during this 
period because low flows and high temperatures result 
in continued strong oxygen demand from CBOD
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Figure 55. Calibrated dissolved oxygen concentration at river mile 16.2 (Elsner) compared with simulated concentrations under 
scenarios 1a and 3b.
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decay and SOD, but photosynthetic production of oxy 
gen slows considerably. A very dry year presents an 
exception to this rough characterization of the 
bimonthly periods; in 1992, the May-June period 
behaves much like the July-August period because 
summer low flows were established earlier than nor 
mal. On each table, the bimonthly means for the model 
calibration run are also included. This is the base case 
against which the changes induced by the hypothetical 
scenarios are compared.

Statistics at both KM 16.2 and KM 5.5 are 
included in each table. The calibration results estab 
lished that the model performs consistently well from 
the upstream boundary to RM 16.2 (see the discussion 
in the Calibration section). Because algal growth is 
well established at this river mile, this station makes a 
good point of reference when comparing simulations. 
The results are sometimes very good from RM 16.2 to ' 
RM 5.5, but not as consistently good as upstream of 
RM 16.2, primarily because of occasionally important 
grazing activity. Interpreting the summary statistics 
for the hypothetical scenarios at RM 5.5 is sometimes 
difficult because some of the tested strategies generate 
slightly increased algal growth at that site, in particu 
lar during the July-August period of 1991 and 1992. 
The scenarios that decrease the travel time in the river 
(especially 2a, 2b, 4a, and 4b) occasionally result in 
increased algal populations at RM 5.5 because the 
algal population tends to peak before grazing losses 
cause it to decline. Depending on how important the 
grazing losses are, the amount of phytoplankton at the 
end of the reach can be quite sensitive to the travel 
time.

This sensitivity is illustrated with schematic 
growth curves for phytoplankton and zooplankton in 
figure 56. Shortening the travel time from T2 to TI, for 
example, results in an increased algal population at the 
lower boundary because i ] is closer to the peak in algal 
biomass concentration. Although the curves in figure 
56 are only qualitative, this effect of a decreased travel 
time on the phytoplankton and zooplankton popula 
tions may manifest itself in the hypothetical scenarios 
when grazing losses are important. The scenarios that 
decrease the temperature of the water (5a and 5b) also 
show occasionally enhanced algal growth because 
the rates of growth in both zooplankton and algae 
are slowed, and the effect is analogous to shortening 
the travel time.

Algal biomass

Zooplankton biomass

Travel time

Figure 56. The interaction of algal and zooplankton biomass 
as a function of travel time through the river reach. (The 
shaded region indicates a region of relatively large change 
in algal biomass with a relatively small change in the travel 
time.)

Each of the hypothetical scenarios is discussed 
briefly below, with a description of the modifications 
to the boundary conditions needed to simulate the 
scenario and the important points to be gleaned from 
the results. The reader is advised that the results of the 
hypothetical simulations are best suited to qualitative 
rather than quantitative interpretation. The model can 
be used to determine whether a particular process has 
a negligible, secondary, or primary effect on a water- 
quality constituent, but it is not appropriate to use 
the model to distinguish between, for example, a 10 
percent and a 20 percent reduction in a given water- 
quality constituent on a given day.

Tributary Phosphorus Reduction

In these scenarios, the total phosphorus entering 
the river at the upstream boundary and each tributary 
(not including the WWTPs) was reduced to the level 
of the regulated total maximum daily load (TMDL). 
The TMDL criteria are 0.07 mg/L total phosphorus 
for the three largest tributaries and 0.05 mg/L total 
phosphorus at RM 38.4 (Oregon Department of 
Environmental Quality, 1997). The small tributaries 
do not have TMDLs, but were assigned concentrations 
of 0.07 mg/L for these scenarios. The reduction in
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total phosphorus was achieved in two ways. In the first 
case (scenario la), the phosphorus exceeding the 
TMDL was first removed from the detrital phosphorus 
compartment. If that compartment was depleted 
entirely, then the orthophosphate compartment was 
tapped for the remaining amount. This scenario 
amounts to a reduction primarily in allochthonous 
CBOD in order to achieve the phosphorus TMDL lev 
els; a secondary decrease in orthophosphate occurs 
because less orthophosphate is released through 
CBOD decay. Scenario 1 a was discussed previously in 
this section because it was found to achieve the great 
est increase in the seasonally averaged DO concentra 
tion (although not necessarily the greatest increase 
over a shorter period of time). In the second case 
(scenario Ib), the process is reversed the phosphorus 
is removed first from the orthophosphate compartment 
and then, if necessary, from the detrital phosphorus 
compartment. This scenario relies primarily on a 
reduction in orthophosphate and generally requires lit 
tle reduction in allochthonous CBOD to achieve 
TMDL levels at the boundaries. Both scenarios result 
in less orthophosphate in the water column, although 
scenario Ib reduces orthophosphate much more than 
does scenario la (rows 3 and 4,27 and 28 in table 17).

The summary statistics for these two scenarios 
are found in table 17, and their intercomparison is 
straightforward. While both scenarios reduce algal 
growth, preferentially removing orthophosphate 
(scenario Ib) to achieve TMDL levels reduces growth 
more than preferentially removing detrital phosphorus 
(scenario la) at both RM 16.2 and RM 5.5 (compare 
row 15 with row 16 and row 39 with row 40 in 
table 17). Scenario la, however, results in a consis 
tently higher bimonthly averaged DO concentration 
than scenario Ib (0.31 to 1.62 mg/L), and for most of 
the 2-month time periods scenario la results in a 
higher bimonthly averaged DO concentration than the 
calibration run (-0.16 to 0.52 mg/L). On the other 
hand, the bimonthly averaged DO concentrations from 
scenario Ib are almost always lower than in the cali 
bration run (-1.78 to 0.03 mg/L) because of reduced 
photosynthetic production (compare rows 19,21 and 
22, and rows 43,45, and 46 in table 17).

Flow Augmentation

For the flow augmentation scenarios (2a and 
2b), a minimum discharge at the upstream boundary

(RM 38.4) was maintained at 150 f\?/s in scenario 2a 
and at 200 ft3/s in scenario 2b. The additional water 
required was assumed to come from Henry Hagg Lake 
and have the same quality, except for temperature, 
as the water sampled at RM 58.8 (Dilley), just down 
stream of the outflow from the lake. Most water- 
quality parameters should be nearly conservative 
from RM 58.8 to RM 38.4, but the heat content will 
certainly change. Therefore, the additional water was 
assumed to have the same temperature as the base 
flow at the upstream boundary. The amount of water 
required to carry out this scenario, particularly in the 
case of maintaining a minimum flow of 200 ft3/s, 
makes this level of flow augmentation almost impos 
sible to achieve in most years without another large 
water supply, as USA has rights to only 12,618 acre- 
feet of water in Henry Hagg Lake (table 18).

The summary statistics for scenarios 2a and 2b 
are compiled in table 19. Flow augmentation to main 
tain 200 ft3/s at RM 38.4 (scenario 2b) is often more 
effective in limiting algal growth at RM 16.2 than is 
the scenario (Ib) that reduces orthophosphate to 
TMDL levels. Flow augmentation to maintain 
150 fVVs at RM 38.4 (scenario 2a), while it limits algal 
growth somewhat as far as RM 16.2, is not as effective 
at limiting algal growth as is scenario Ib (compare 
rows 2 and 3 in table 19 with row 16 in table 17). 
Chlorophyll-a decreases consistently at RM 16.2 with 
greater flow augmentation, but the consequences 
for DO concentration are mixed (rows 5 and 6 in 
table 19); sometimes DO increases because the 
reduced travel time reduces oxygen consumption by 
SOD and CBOD, and sometimes DO decreases due to 
reduced photosynthetic production. In any event, the 
changes in DO are relatively small, generally less than 
0.8 mg/L.

During two July August periods (1991 and 
1992), chlorophyll-a is simulated to increase slightly 
at RM 5.5 with some degree of flow augmentation 
(rows 8 and 9 in table 19). This is due to the effect 
described earlier in this section in which a reduced 
travel time can cause the algal growth curve to end 
closer to the peak in concentration (fig. 56). The 
changes in DO at RM 5.5 are generally not great, but 
during two periods in 1992, when flows in the river 
were very low (July August and September-October), 
both levels of flow augmentation resulted in an 
increase in DO at RM 5.5 (rows 11 and 12).
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Table 18. Total amount of water (in acre-feet) required to main 
tain a minimum discharge at river mile 38.4 (May-October)
[These numbers include the Unified Sewerage Agency's actual flow 
augmentation for these low-flow seasons; ft3/s, cubic feet per second]

Minimum 
discharge

(ft3/8)

150 
200

Volume off water required In each year 
(acre-feet)

1991

16,800 
27,500

1992

24,600 
40,300

1993

11,800 
20,800

Tributary Phosphorus Reduction 
with Flow Augmentation

These scenarios are a combination of scenario 
2a, in which a minimum discharge of 150 ft3/s was 
maintained at RM 38.4, and scenarios la and Ib, in 
which all boundary phosphorus (except the WWTPs) 
was reduced to TMDL levels. Flow augmentation that 
maintains 150 ft3/s at RM 38.4 was used because it is 
more realistically attainable than that used in 
scenario 2b (minimum of 200 f^/s at RM 38.4). In 
scenario 3a, phosphorus was preferentially removed 
from the detrital phosphorus compartment, as in la; 
in scenario 3b, phosphorus was preferentially removed 
from the orthophosphate compartment, as in Ib. 
Scenario 3b was discussed earlier in this section 
because it produces the greatest overall reduction 
in algal growth. The summary statistics for these 
scenarios are included with the summary statistics for 
scenarios la and Ib in table 17. The results from 
scenario 2a are repeated in table 17 for reference.

The combination of orthophosphate reduction 
and flow augmentation in scenario 3b results in a 
greater reduction in algal growth than either of these 
scenarios (Ib, 2a) produces alone at RM 16.2 (compare 
rows 14, 16, and 18 in table 17). Scenario 3a results in 
consistently higher chlorophyll-a (0.9 to 8.5 ug/L) and 
consistently higher DO (0.31 to 1.22 mg/L) than 3b at 
RM 16.2. Because this scenario contains elements of 
both 1 a and 2a, the changes in DO at RM 5.5 relative to 
the calibration are mixed. Sometimes the reduction in 
chlorophyll-a results in lower DO because of lower 
photosynthetic production (compare rows 41 and 37); 
sometimes (notably May-June of 1991 and 1993) the 
reduction in CBOD causes DO to be increased relative 
to the calibration (compare rows 47 and 43). At 
RM 5.5, the reduced travel time sometimes results in 
increased algal growth in scenario 3b compared to an 
orthophosphate limitation without flow augmentation

(scenario Ib), for the same reason that flow augmenta 
tion alone (scenario 2a) sometimes results in increased 
algal growth compared to the base case (compare rows 
40 and 42).

Oswego Diversion Dam Modifications

In scenarios 4a and 4b, a decrease in travel time 
was achieved without requiring additional water from 
Henry Hagg Lake by lowering the water-surface 
elevation at the downstream end of the model reach. 
The elevation at the Oswego diversion dam was low 
ered in two phases. In the first phase (scenario 4a), it 
was assumed that none of the fiashboards were put in 
place. The water then discharges over the full length of 
the broad cement weir, and the water-surface elevation 
of the pool is decreased by about 1.5 to 2 feet. In the 
second phase (scenario 4b), it was assumed that the 
entire weir structure was lowered by 4 feet and no 
fiashboards were used, resulting in a water-surface 
reduction of about 5 to 5.5 feet. To accomplish this 
second phase, it was necessary to fix a new upstream 
boundary and generate new boundary conditions at 
RM 9.9 (Cook Park). When the Oswego diversion dam 
was lowered by 4 feet in the second phase, RM 9.9 
became a shallow riffle that controlled the elevation 
upstream, in effect decoupling the reach of the river 
upstream of RM 9.9 from the reach downstream. 
Therefore, scenario 4b was simulated for a smaller grid 
covering only RMs 9.9 to 3.4, under the assumption 
that conditions upstream of RM 9.9 were unchanged 
from scenario 4a. This assumption was tested by 
incrementally lowering the dam elevation below the 
base elevation, and it was found that discharge and 
concentrations at RM 9.9 were unchanged from those 
in scenario 4a.

The effect of these scenarios on chlorophyll-a 
and dissolved oxygen at RM 16.2 is small, if noticeable 
at all (lines 2 and 4 in table 20; note that the results at 
RM 16.2 are the same for scenario 4a and 4b). At 
RM 5.5, the results can be most easily compared with 
the results of the flow augmentation scenario, to which 
it is most closely related. In general, the flow augmen 
tation scenario, even at a floor of 150 ft3/s (scenario 2a) 
effects more of a reduction in algal growth than does 
lowering the elevation at the Oswego diversion dam 
by removing all of the fiashboards as in scenario 4a 
(compare row 8 in table 19 with row 6 in table 20).
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In contrast, scenario 4a results in bimonthly average 
DO concentrations at RM 5.5 that generally exceed 
those in scenario 2a by -0.01 to 0.73 mg/L (compare 
row 9 in table 20 with row 11 in table 19). If the 
dam is lowered by an additional 4 ft (4a to 4b), then 
additional reductions of as much as 15 ng/L of 
chlorophyll-a are sometimes achieved at RM 5.5, 
with concomitant losses of as much as 1.6 mg/L of 
DO (compare row 6 with 7 and 9 with 10 in table 20). 
During the sensitive September-October period, 
however, lowering the dam by 4 feet generates higher 
DO concentrations (0.31 to 0.83 mg/L) at RM 5.5 than 
produced by either of the flow augmentation scenarios 
(compare row 10 in table 20 with rows 11 and 12 in 
table 19).

Stream Temperature Reductions

In the stream temperature reduction scenarios 
(5a and 5b), the temperature of all tributary boundaries 
(not including the WWTPs) and the upstream bound 
ary (RM 38.4) was decreased by 2°C (scenario 5a) and 
5°C (scenario 5b). Experimentation with variations on 
this scenario demonstrated that reductions in tempera 
ture for tributaries downstream of RM 38.4 made little 
difference in the main-stem temperature. In order to 
create significant reductions in the main-stem temper 
ature, the temperature of the water entering the system 
at the upstream boundary had to be lowered. Even 
when this was done, a 5°C reduction at RM 38.4 
amounted to only about a 1°C decrease at RM 5.5 
from July to October, and a 2 to 3°C decrease in May 
and June (rows 10 and 12, table 21).

The summary statistics for these scenarios show 
that algal growth is consistently reduced (by 11 to 
40 percent) at RM 16.2 when the stream temperature 
is reduced (rows 5 and 6, table 21). This is generally 
true also at RM 5.5, although during the July August 
period in 1991 and 1992 algal growth is shown to 
actually increase slightly; this is probably due to a 
slowing of growth in both the algae and the zooplank- 
ton that serves to shift the population backward along 
the growth curve shown in figure 56. In general, the 
DO concentration increases in the bimonthly means as 
water temperature decreases (lines 8,9,17 and 18 in 
table 21).

Scenarios 5b and la make an interesting 
comparison (figs. 55 and 57). The temperature 
reduction scenarios reduce the rate of decay of organic 
matter in the sediments and the water column, and

sometimes increase the DO more than does a 
reduction in CBOD during May, for example. 
During a rapid succession of algal blooms, such as 
the July-August period of 1991, the reduced stream 
temperature moderates the "peaks" and 'Valleys" of 
the DO by reducing photosynthetic production during 
blooms and reducing consumption of DO during sub 
sequent crashes of the algal population. The bimonthly 
mean of DO during this period, however, decreases 
in scenario 5b as compared to the calibration because 
the number of phytoplankton bloom days is greater 
than the number of crash days. On the other hand, 
scenario la tends to increase DO at both the high and 
low points in chlorophyll-a concentrations, so that DO 
is usually higher when compared to the temperature 
reduction scenarios (compare rows 8 and 9 in table 21 
with row 21 in table 17).

Optimal Wastwater-Treatment-Plant 
Operations

For scenarios 6a and 6b, ceilings were placed 
on ammonia, orthophosphate, and total phosphorus 
concentrations in the WWTP effluent. These ceilings 
were based on an examination of the effluent 
concentrations when the WWTPs were operating at 
peak efficiency during selected periods of 1992. For 
scenario 6a, the concentration of ammonia was capped 
at 0.3 mg/L as N, and any ammonia over this amount 
was added to the nitrate concentration under the 
assumption that nitrification was converting ammonia 
to nitrate. The orthophosphate concentration was 
capped at 0.03 mg/L as P and the total phosphorus 
concentration at 0.07 mg/L as P. Any phosphorus in 
excess of these concentrations was assumed to be 
removed entirely from the effluent by the treatment 
process. For scenario 6b, it was assumed that the 
WWTPs were operating at the same efficiency, but 
that the amount of WWTP discharge was doubled. 
This scenario was designed to simulate the effect of 
population growth in the basin.

The summary statistics in table 22 show that 
operating the plants at peak efficiency has very 
little effect (less than 0.003 mg/L) on the con 
centrations of orthophosphate and total phosphorus 
at RM 16.2 (compare row 2 with 1 and 5 with 4 in 
table 22), mainly because the Rock Creek WWTP 
was already operating near peak phosphorus 
removal efficiency during this time period.
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Figure 57. Comparison of calibrated dissolved oxygen concentration at river mile 16.2 (Elsner) with simulated dissolved oxygen 
concentrations from two temperature reduction scenarios.

The fractional decrease in ammonia concentrations is 
sometimes large (0 to 49 percent), especially in 1993 
(compare row 8 with 7), but ammonia concentrations 
were already less than 0.1 mg/L, so even a 50 percent 
reduction is not particularly significant. It is not 
surprising, therefore, that the changes in simulated 
chlorophyll-a and DO concentrations are negligible 
(compare row 11 with 10 and 14 with 13 in table 22). 
Both the peak efficiency (6a) and peak efficiency with 
growth (6b) scenarios simulate total phosphorus con 
centrations at RM 16.2 that remain out of compliance 
with the total phosphorus TMDL criteria. The very 
slight reduction in total phosphorus concentration 
between scenario 6a and 6b at RM 16.2 (compare row 
5 with 6 in table 22) indicates that effluent concentra 
tions of total phosphorus are generally lower than the

receiving water concentrations, thus when the effluent 
is doubled the total phosphorus in the river is diluted 
slightly. A slight reduction in the algal population 
(-5 to -16 percent) is also simulated at RM 16.2 when 
the effluent is doubled, which can be attributed to an 
effect similar to a small amount of flow augmentation. 
The effluent from the Rock Creek WWTP averaged 
about 20 ft3/s through the July-August period during 
all 3 years, so a doubled effluent discharge would 
augment the flow through the model reach by an 
additional 20 ft3/s.

At RM 5.5, downstream of the Durham 
WWTP, the effect of operating the plant at peak 
efficiency on the algae is noticeable during 1991 
and 1993, producing reductions in chlorophyll-a 
of 25 and 18 percent, respectively, in midsummer.
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Orthophosphate and ammonia concentrations are 
reduced by an average of 45 and 82 percent, 
respectively, in those seasons (compare row 17 with 
16 and 23 with 22 in table 22), and as a result 
chlorophyll-a concentrations are reduced by up to 
25 percent, especially during the July-August period 
when the largest blooms occur (compare row 26 with 
25). In 1992, the WWTPs were already operating at 
peak efficiency. The effect of doubling the effluent 
discharge on top of peak operating efficiency is to 
further limit algal growth by roughly an additional 
10 percent during 1991 and 1993, probably due to the 
flow augmentation effect (compare rows 25,26, and 
27 in table 22). The slight increase in chlorophyll-a 
during July August of 1991 is due to bringing 
the travel time closer to the time of peak algal 
concentration (fig. 56). Dissolved oxygen bimonthly 
means in 1991 and 1993 generally decrease (by as 
much as 0.71 mg/L) with these decreases in 
chlorophyll-a; an increase in the DO for September- 
October of 1993 (row 29, table 22) can be attributed to 
a decrease in instream nitrification corresponding to 
instream ammonia concentration reductions by more 
than 1 order of magnitude (compare row 23 with 22, 
table 22). Generally, and as stated previously, instream 
nitrification does not play a large role in this system 
during the summer months since advanced ammonia 
and phosphorus removal was implemented at the 
WWTPs. However, the September-October concen 
trations in 1993 downstream of the Durham WWTP 
are the highest of the 18 months of simulations, 
and high enough that instream nitrification plays a 
noticeable but still minor role in determining DO 
concentrations.

Denitrification in the Wastewater-Treatment 
Plants

In scenario 7, it was assumed that 
state-of-the-art nitrification and denitrification was 
implemented in the WWTPs. This type of nitrogen 
removal can be expected to decrease effluent nitrate 
concentrations to about 2 mg/L as N (Mike Duven- 
dack, CH2M-Hill, oral commun., 1994). Nitrification 
was assumed to be complete under these conditions, 
so the ammonia effluent concentration was set to 
0 mg/L as N. In order to simulate a "worst-case" 
scenario, the nitrogen half-saturation constant for algal 
growth was set at 0.025 mg/L, which is considerably 
higher than the value of 0.008 mg/L used in all other

scenarios and the calibration. The purpose of this 
simulation was to determine if WWTP nitrification/ 
denitrification could result in instream nitrogen con 
centrations low enough to limit algal growth.

The summary statistics are compiled in table 23. 
Reductions in nitrate concentrations were significant 
(0.25 to 3.38 mg/L as N); reductions in ammonia con 
centrations were not as consistent, but the concentra 
tions were routinely reduced below 0.08 mg/L as N. 
Occasionally, at very low ammonia concentrations, 
this WWTP denitrification scenario simulated a small 
increase in ammonia concentration (up to 0.022 mg/L 
as N) over the calibration, particularly at RM 16.2 
(row 2 in table 23). This occurs because the 
half-saturation constant used in this simulation 
decreases the algal preference for ammonia at very 
low ammonia concentrations (see eq. 30), and 
therefore the algae take up relatively more nitrate in 
this simulation than in the calibration. The 
chlorophyll-a and dissolved oxygen statistics show 
less than a 3 percent change between the calibration 
and the denitrification scenario. In short, this scenario 
shows that the background concentrations of nitrate in 
this river are high enough that even if very efficient 
denitrification (down to 2 mg/L of NO3-N) were 
implemented at the WWTPs, nitrogen cannot be made 
to limit algal growth without taking other measures.

Reduction in Sediment Oxygen Demand

In scenario 8, the sediment compartment was 
initialized such that the resultant SOD was one-half of 
that used in the calibration runs. This scenario is not a 
particularly feasible management scenario because 
management strategies that keep soil and organic 
matter out of the river may not be expected to achieve 
such a reduction. This scenario does, however, 
demonstrate the importance of SOD in the Tualatin 
River, and it is useful for comparison purposes. The 
summary statistics are presented in table 24. This 
scenario results in almost no change (0 to 6 percent) 
in the concentrations of Orthophosphate, total 
phosphorus, or chlorophyll-a. Bimonthly mean 
concentrations of total phosphorus that are out of 
compliance with the TMDL criteria in the calibration 
remain so in this scenario. The increases in DO 
produced by this scenario, however, are the largest 
achieved by any of these scenarios (0.43 to 
2.42 mg/L), especially during the sensitive 
September-October period (row 16 in table 24).
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This scenario complements those that reduce alloch- 
thonous CBOD (scenarios la and 3a); taken together, 
these scenarios demonstrate that most of the oxygen 
demand in the Tualatin River comes from the decay of 
allochthonous organic matter in the water column and 
the decay of organic matter in the bed sediments.

Wastewater-Treatment-Plant Operations 
Prior to Nutrient Removal

Scenarios 9a and 9b are included to demonstrate 
that biological nutrient removal (nitrogen and 
phosphorus) and two-stage alum addition for further 
phosphorus removal at the WWTPs has had a 
significant effect on the size of the algal blooms and 
on the DO concentration in the Tualatin River. 
Concentrations of total phosphorus, orthophosphate, 
ammonia and nitrate for this scenario were based 
on typical 1988 summer effluent concentrations, as 
indicated in table 25. For scenario 9a, the same 
nitrification rate was used as in the calibration 
simulations (0.023 day" 1 ). For scenario 9b, the 
nitrification rate was substantially increased, under the 
supposition that if ammonia concentrations were 
historically at much higher levels for the entire 
summer, then a large population of nitrifying bacteria 
would build up in the river and nitrification would 
proceed at a faster rate than was measured in 1993. The 
nitrification rate used was based on a modeling study of 
a 2-week period in November 1992, when large loads 
of ammonia were discharged into the river (Kelly, 
1996). Nitrification rates of 0.22 day" 1 in the upper 
river (RMs 38.4 to 30) and 0.055 day" 1 in the lower 
river (RMs 30 to 3.4) were derived from that modeling 
study, and those rates were used in scenario 9b.

Table 25. Typical effluent concentrations during the summer
of 1988 for two wastewater-treatment plants on the Tualatin
River
[WWTP, wastewater-treament plant; P, phosphorus; N, nitrogen]

Parameter

Total Phosphorus 
Orthophosphate 
Ammonia 
Nitrate

Rock Creek 
WWTP

2.1 mg/LasP 
1 .6 mg/L as P 

23.3 mg/L as N 
2.6 mg/L as N

Durham WWTP

3.6 mg/L as P 
3.0 mg/L as P 

12.5 mg/L as N 
4.8 mg/L as N

As mentioned previously in the Boundary Conditions, 
Reaction Rates, and Forcing Functions section, an 
instream nitrification rate of 0.11 d" 1 for the reach 
from RM 38.1 to 16.2 was determined from data col 
lected in 1995, after the model calibration was com 
pleted. Scenario 9b should be closer to the expected 
results with this new nitrification rate.

Both scenarios 9a and 9b simulate much larger 
algal blooms than those observed with the calibration 
data. The most extreme case is provided by 1992, 
when the July-August mean chlorophyll-a 
concentration is simulated at 3 times and 5 times the 
observed values at RM 16.2 and RM 5.5, respectively 
(compare rows 14 and 15 with 13, rows 32 and 33 
with 31, and rows 50 and 51 with 49 in table 26). 
Nutrient concentrations are greatly increased in these 
scenarios. Orthophosphate concentrations increase by 
a factor of 3 to 40, with the biggest fractional increases 
at RM 5.5 (row 38, July-August 1992). Ammonia 
concentrations increase by a factor of 5 to 80, with the 
biggest fractional increases at RM 26.9 (row 8, July- 
August 1992). Such greatly increased concentrations 
may well violate the assumption that scenario 
conditions are small deviations from the calibration 
conditions, and that the calibration parameters remain 
valid. Therefore, these results must be interpreted 
with the appropriate caution. Nonetheless, mere is 
some evidence that historical levels of chlorophyll-a 
were indeed a great deal higher than they have been 
since the WWTPs were upgraded. During 1987, 
for example, which was a very low-flow year and 
comparable to 1992, algal blooms produced near- 
surface chlorophyll-a concentrations of up to 400 ng/L 
at RM 16.2 and almost 250 pg/L at RM 5.5. Those 
conditions were accompanied by measured dissolved 
oxygen concentrations in excess of 20 mg/L, which 
is comparable to these model results. These results 
and the 1987 data both suggest that if light and 
temperature conditions were favorable, travel times 
were long, and grazing losses were small, algal 
blooms could grow much larger historically than 
they do under the same conditions today. Similarly, if 
the upgrades had not been made at the WWTPs, the 
potential for producing enormous phytoplankton 
blooms today, with concomitant DO problems due to 
algal bloom/crash cycles, would be very high. Clearly, 
contemporary nutrient load reductions have had a 
significant, positive effect on water quality in the 
Tualatin River.

Scenarios 9a and 9b also demonstrate the 
historical importance of nitrification. Simulated 
concentrations of ammonia in these scenarios are out

99
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of compliance with the ammonia TMDL criteria 
throughout most of the model reach. At the higher 
rate of nitrification (scenario 9b), out-of-compliance 
dissolved oxygen concentrations are also generated 
throughout the model reach. Nitrification, like each 
of the other oxygen demands, removes more oxygen 
from the water when travel times are long. Therefore, 
the decreases in DO are greatest during the low-flow 
periods (July-August and September-October, 
table 26), and particularly during 1992 when flows 
were lower than in 1991 or 1993.

SUMMARY

The two-dimensional, laterally averaged 
water-quality model CE-QUAL-W2 proved to be a 
useful tool for developing and understanding 
water-quality issues in the Tualatin River. With 
modifications to a few algorithms, the simulation of 
the water budget, heat budget, and water-quality 
constituents calibrated well to observed data. Future 
improvements to the model, such as the inclusion of a 
more predictive sediments compartment, algorithms to 
trigger seasonal variations in algal growth, and 
refinements in the phytoplankton/zooplankton 
interactions, will further enhance its usefulness.

Phytoplankton growth is a primary factor 
determining the quality of water in the Tualatin River. 
Observed data indicate that the timing and extent of 
an algal bloom is overwhelmingly dependent on the 
travel time in the river, the temperature of the water, 
and the incident solar radiation. Therefore, the water 
budget was carefully balanced in order to ensure that 
travel times would be accurate. Good insolation and 
air temperature data provided the forcing functions for 
the heat budget, and shading coefficients provided a 
means of calibration. As a result, the model was able 
to simulate water temperature and the degree of 
thermal stratification reliably. An accurate water 
budget and heat budget, and good insolation data 
allowed the model to simulate the cycle of algal 
growth with acceptable accuracy. The calibration 
philosophy limited this accuracy somewhat; the 
goal of the calibration was to define a set of model 
parameters that would provide the best overall 
calibration to 18 months of data while varying 
parameters only as absolutely necessary. Thus 
accuracy in day-to-day fluctuations was secondary to 
accuracy in depicting the overall cycle of algal growth

for the entire May-October season in each of three 
hydrologically distinct calibration years.

The phytoplankton play a fundamental role in 
determining the dissolved oxygen concentration and 
the pH in the water column, two primary quantities 
defining water quality in the Tualatin River. Because 
the pH is highly sensitive to the rate of photosynthetic 
assimilation of carbon, small errors in simulated algal 
biomass translate to large errors in the predicted pH. 
The accuracy in algal biomass required to adequately 
model the pH was incompatible with the goal of vary 
ing the calibration parameters as little as possible; 
therefore, pH calculations were not included in the 
simulation of the hypothetical scenarios. Dissolved 
oxygen, however, was simulated with acceptable accu 
racy, and the model was able to provide some insight 
into the relative magnitude of the influence of various 
factors on the dissolved oxygen concentration. That 
the production of dissolved oxygen is dominated by 
algal photosynthesis is apparent in the dissolved 
oxygen and chlorophyll-a observations, which parallel 
each other through each bloom cycle. The model 
clearly reproduced that result. The primary sources of 
oxygen demand are not as obvious in the observations, 
but the model results indicate that oxygen depletion 
is dominated by high background demands due to 
sediment oxygen demand and allochthonous 
carbonaceous biochemical oxygen demand. The phy 
toplankton play an oxygen-consumption role through 
respiration and the production of autochthonous 
carbonaceous biochemical oxygen demand, but oxy 
gen consumption is dominated by the decay of organic 
matter that originated as terrestrial detritus, except for 
short periods of time following an algal crash. Reaera- 
tion in this system is so slow that it is ineffectual in 
compensating for either excessive production or con 
sumption of oxygen.

Phosphorus was a motivating constituent for this 
study because it was assumed that reducing the high 
phosphorus levels in the Tualatin would limit algal 
growth and other associated water-quality problems. 
The model calibration indicated that phosphorus is not 
currently the primary factor limiting growth except for 
short periods of time near the surface of the water 
column. Applying hypothetical boundary conditions 
to the model indicated that substantial decreases in 
phosphorus concentration would significantly limit 
the size of algal blooms, but whether such decreases 
are achievable remains to be answered. There are 
high concentrations of background phosphorus in this
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system, in particular, high concentrations that do not 
originate at the wastewater-treatment plants, the most 
readily defined point sources. Field work has shown 
that ground water high in phosphorus enters the river 
and its tributaries. The model results confirm that large 
amounts of phosphorus must be entering the water 
column from or through the bottom sediments, 
although it is difficult to establish exactly what 
fraction is from ground water and what fraction is 
recycled from the sediments in proportion to the high 
and ubiquitous sediment oxygen demand. In either 
case, it is probably wise to take into account the 
difficulty of controlling these phosphorus releases 
from the sediments when setting regulatory limits on 
the phosphorus concentration in the water column.

The model was also used to explore several dif 
ferent management options. These options were based 
on the premise that curtailing algal growth, either by 
reducing travel time or by decreasing nutrient concen 
trations, will lead to improvements in water quality. 
The model results indicate, however, that the goals of 
reducing algal growth and increasing dissolved 
oxygen concentrations are not mutually dependent 
and, in fact, are to some extent incompatible. The 
modeling effort clearly demonstrates the overwhelm 
ing importance of background oxygen demands, both 
in the water column and at the surface of the bed 
sediments, in defining the "baseline" dissolved oxygen 
concentration. The activity of the algae is superim 
posed on this baseline, and because the algae are more 
important as producers of oxygen than as consumers, 
severe reductions in algal growth tend to result in 
reduced production during the blooms, without sig 
nificant reductions in consumption at other times. It 
should be noted, however, that a remarkable improve 
ment in dissolved oxygen concentrations did not 
result from any of the management alternatives tested. 
The most significant increases in dissolved oxygen 
concentration that resulted from these management 
scenarios occurred during the sensitive late September 
and October period when flows remained low and 
algal activity had nearly ceased. During October, a 
monthly mean increase of 1 mg/L or more at river 
mile 16.2 or river mile 5.5 occurred only in 1992 and 
only for a scenario that required a great deal of flow 
augmentation or a scenario that required somewhat 
less flow augmentation, in combination with a sig 
nificant reduction in the detrital phosphorus (and 
thus a reduction in carbonaceous biochemical oxygen 
demand) entering at the boundaries.

This emphasis on dissolved oxygen is not 
intended to imply that dissolved oxygen is the only 
measure of water quality. In particular, excursions of 
high pH are also of concern in the Tualatin River, and 
those high pH values are clearly associated with large 
algal blooms. Therefore, the goals of reducing algal 
growth and reducing the number of pH violations are, 
to a large extent, mutually dependent.

Addressing the problem of improving water 
quality in the Tualatin River, assuming that the aes 
thetic considerations are secondary, requires a shift 
in the current paradigm governing its management. 
Based on the model results and the available data, 
the focus on algal growth is somewhat misplaced. 
Some limitation on the magnitude of algal blooms 
may indeed be the best strategy for limiting very high 
pH excursions, but limiting the size of blooms does 
not guarantee that the lowest dissolved oxygen 
concentrations, which currently reach values that are 
believed to be detrimental to fish and other biota, 
will increase. In addition, limiting algal growth via 
decreased phosphorus concentrations may not be 
easily attainable given the high background loads of 
phosphorus. If the goal is to improve dissolved oxygen 
conditions, the focus is better placed on some means 
of decreasing the background oxygen demands; 
specifically, those demands that continue to operate 
whether phytoplankton are photosynthesizing or 
not. Those demands include decay processes in the 
water column and in the sediments. The background 
demands can be reduced either by reducing the travel 
time or by reducing the amount of organic material 
available for decay; this discussion has not consid 
ered the feasibility of accomplishing either of 
these reductions. Model simulations indicate that the 
greatest improvement in dissolved oxygen might be 
achieved with a combination of these two approaches.
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APPENDIX A  
MAJOR MODIFICATIONS 
TO CE-QUAL-W2

The model used in this study is a modification of ver 
sion 2.0 (May, 1989) of the U.S. Army Corps of Engineers 
(USAGE) model CE-QUAL-W2. This appendix briefly 
describes each of the major modifications that were made 
to the program. Before the modifications are discussed, 
however, it is important to recognize that water-quality 
modeling is a rapidly developing field. The best water- 
quality models are continually improved, incorporating the 
latest research results and the most efficient algorithms. 
Indeed, during the course of mis study, the USAGE con 
tinued to develop CE-QUAL-W2; version 2.0 is no longer 
current. The modelers at the USAGE recognize that each 
application of the model may require code modifications 
to incorporate new algorithms or to add new capabilities. 
Version 2.0 of the code was written with the expressed 
purpose of making it easy to modify. During this study, 
U.S. Geological Survey (USGS) personnel were in frequent 
contact with USAGE personnel. As a result, many code 
modifications and bug fixes were shared, to the benefit of 
both the USGS and USAGE versions of the model.

The modifications to this version of the model were 
made for a variety of reasons. Several changes were neces 
sary to tailor the hydraulic and water-quality algorithms to 
the Tualatm River. A few modifications were made to incor 
porate algorithms or details that were added by the USAGE 
in a later version. Some changes were needed to fix errors in 
the code. Other changes were necessary to add capabilities 
that were important to this application. In general, only the 
major modifications are mentioned here. Many minor modi 
fications were made to the code, but they do not merit dis 
cussion because of their minimal impact. Modifications that 
relate to the model grid are discussed first, followed by 
changes to the hydraulics, the heat budget and then the 
water-quality algorithms.

The version of CE-QUAL-W2 that was the starting 
point for mis work, although labeled "version 2.0," was 
actually a modification of version 2.0 obtained from 
Dr. Scott Wells at Portland State University. Dr. Wells and 
his research group had started to implement some important 
changes to the code. Some changes were complete, others 
were completed by USGS personnel. The important 
changes made by Dr. Wells and his research group are 
included in this list. Throughout the following discussion, 
this code obtained from Dr. Wells, the starting point for 
the USGS modeling work, is referred to as the "parent 
version." The existence of errors in the parent version in no 
way implies that the current USAGE version of the model 
still contains those errors. No attempt is made here to assess 
the current USAGE version of the model.

Model Grid

A Cross Section of Stacked Rectangles

The mathematical representation of the channel cross 
section in the parent version was not consistent throughout 
the program. In some algorithms, the cross section was 
treated as if it were composed of a set of stacked rectangles; 
in other algorithms, it was treated as a set of stacked 
trapezoids. Although each representation has its advantages, 
a cross section composed of rectangles is easier to 
implement. Many changes were made throughout the 
program to consistently implement the "stacked rectangle" 
representation of the channel cross section.

Nonuniform Segment Lengths

CE-QUAL-W2 uses a two-dimensional grid in which 
the layers, or rows, of the grid can have different heights; 
however, the height is constant within a layer. Similarly, 
each segment, or column, of the grid can have a unique 
length, but that length is constant within a segment. The 
ability of the model to operate with segments of different 
lengths was not completely implemented in the parent 
version. Modifications were made to complete the imple 
mentation of this important feature of the model.

One-Dimensional Reaches

The parent version of CE-QUAL-W2 restricted the 
grid such that each segment had to contain at least two 
layers that were actively transporting water. In other words, 
the entire river had to be deep enough to be modeled in two 
dimensions at all times. To make the model more flexible, 
code was added to allow the existence of segments that con 
tain only one active layer. This is a change that was partially 
implemented by Dr. Wells and his research group; USGS 
personnel completed the modification.

Water-Surface Location

The parent version of the model did not properly 
account for a variety of variables whenever the water- 
surface slope of the river extended over more than two 
layers of the model grid. Modifications were made to allow 
the water-surface slope to extend over a large number of 
layers, limited only by the number of layers in the grid.

Hydraulics

Discharge Over the Oswego Diversion Dam

An algorithm that calculates the discharge over 
two types of weirs and through a pipe was added to the 
parent version by Dr. Scott Wells and his research group at
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Portland State University. This subroutine is used by the 
model to calculate the discharge of the Tualatin River at the 
Oswego diversion dam (river mile 3.4, the downstream 
boundary of this modeling work) as a function of the water- 
surface elevation just upstream of that structure. The flow 
at the downstream boundary, therefore, is calculated inter 
nally by the model rather than imposed externally. The spe 
cific algorithms used in this subroutine are discussed in the 
Algorithms section of this report. A few modifications were 
made to the original algorithms to allow the dimensions and 
hydraulic characteristics of the weirs to vary over time.

Distributed Tributaries

Distributed tributaries in the USAGE version of 
the model are an alternate mechanism of simulating pre 
cipitation as well as inputs from nonpoint sources. In this 
application, precipitation was specified explicitly, and the 
nonpoint sources, including ground water, were simulated 
through a modification of the distributed tributaries algo 
rithm. The algorithms in the parent version that distributed 
the nonpoint source of water among the various cells of the 
grid, however, had two inherent problems. First, although 
the intent of the algorithm was to distribute the input among 
the segments of the grid as a function of segment surface 
area, the surface area was not calculated correctly for a river 
whose water surface elevation extends over more than one 
layer of the grid. Second, all of the water from this nonpoint 
source was placed into the grid at the river surface. If the 
nonpoint source is dominated by bank seeps, tile drains, and 
ungaged tributaries, then perhaps the water should be added 
at the top of the water column. For these types of sources, 
however, a distribution of the flow as a function of segment 
surface area seems inappropriate; bank length would be 
a better predictor. If, on the other hand, ground water 
is the dominant nonpoint source, then a surface-area 
normalization is appropriate, but the source should be 
distributed over the entire water column rather than simply 
placed at the top.

Many types of nonpoint water sources are important 
in the Tualatin River water budget. Bank seeps, tile drains, 
ungaged tributaries, and ground water all contribute a 
significant amount of water to the river, depending upon the 
time of year. The rate of ground-water discharge is often 
small, but it transports a significant load of nutrients. 
The algorithms that distribute the nonpoint sources were 
modified to (a) allocate those sources to the segments 
as a function of segment length and (b) distribute each seg 
ment's nonpoint discharge to the layers of that segment as a 
function of sediment surface area. These algorithms repre 
sent a compromise that seems appropriate for the Tualatin 
application. Normalization to bank length rather than sedi 
ment surface area recognizes that a significant fraction of 
the nonpoint source is not due to ground water. For those 
periods of time when the nonpoint source is mostly ground-

water discharge, a normalization to bank length results in a 
higher ground-water discharge rate in the upper, narrower 
part of the grid, which is consistent with the actual measure 
ments of ground-water discharge. The distribution of the 
nonpoint source to all layers within a segment reflects the 
importance of the ground-water source.

Horizontal Pressure Gradient

The hydraulic section of CE-QUAL-W2 calculates 
the water-surface elevation of each segment first, followed 
by the horizontal and then the vertical velocities. Some 
terms in the water-surface elevation equation, however, 
depend upon the magnitude of the horizontal velocities. The 
horizontal velocities, in turn, depend in part upon the water- 
surface slope. This interdependence can create mass- 
balance problems if it is not properly handled. In theory, 
the best solution is to iterate through the calculation of 
elevations and velocities until an acceptable level of error 
is reached. Although the user manual (Cole and Buchak, 
1995) indicates that this level can be achieved in about four 
iterations, those iterations consume valuable computer time, 
and the iterative approach was not implemented in the 
USAGE version. Alternate approaches can avoid the 
computational costs of iteration while still avoiding mass- 
balance problems and unacceptable amounts of numerical 
error. The parent version contained an altogether unaccept 
able method of handling the elevation/velocity interdepen 
dence that was a remnant from an older USAGE version; 
it did not circumvent the mass-balance problem, and will 
not be discussed here. The USAGE changed its approach 
in later versions of the model, using a vertical integration 
technique that adjusts the horizontal velocities and forces 
compliance with continuity.

The solution implemented in the USGS version rec 
ognizes that the mass-balance error was the result of an 
inconsistency in the use of the horizontal pressure gradient 
term in the hydraulic equations. The horizontal pressure 
gradient term of the laterally averaged horizontal momen 
tum equation is:

IdBP 
"p cbc ' (1A)

where p is the water density, B is the river width, P is 
pressure, and* is the horizontal dimension. CE-QUAL-W2 
splits the pressure gradient into two components:

dP dr\ fdp"- + ,_(2A)

where p^ is the water density at the surface, g is the gravi 
tational constant, TI is the water-surface elevation refer 
enced to a specified datum, and z is the vertical dimension.
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The first term embodies the water-surface slope and is 
called the barotropic gradient. The second term represents 
the horizontal density gradient and is called the baroclinic 
gradient. The calculation of both the water-surface 
elevations and the horizontal velocities depend upon this 
horizontal pressure gradient. The problem in the parent 
version is that the baroclinic gradient was first used to find 
the elevations, then recalculated before it was used to find 
the horizontal velocities. This recalculation of the baro 
clinic gradient results in horizontal velocities that are 
inconsistent with the calculated water-surface elevations.

Changes were made in the USGS version of the 
model to ensure that both the barotropic and baroclinic 
gradients were used consistently throughout the hydraulic 
section of the program. The baroclinic gradient was not 
recalculated before being used in the determination of the 
horizontal velocities. These changes result in a consistent 
set of water-surface elevations and horizontal velocities 
because they are determined from the same set of forc 
ing functions. Continuity is preserved; no mass-balance 
problems are created.

Manning's Equation

The fhctional shear stress imposed at the sides and 
bottom of the channel was represented in the parent version 
with Chezy's formula. Chezy's coefficient is known to be a 
function of the roughness and hydraulic radius of the 
channel. Manning's equation makes use of that functional 
ity, but the resulting equation has only one, simple, well- 
defined parameter: Manning's n (a roughness coefficient). 
Changes were made in the parent version by Dr. Scott Wells 
and his research group to implement Manning's approach 
rather than Chezy's. Further refinements in that implemen 
tation were made by USGS personnel. The Algorithms sec 
tion discusses this modification in somewhat greater detail.

Heat Budget

Heat Balance

Similar to the volume balance that was present in the 
parent version of the model, code was added to keep track 
of the overall heat budget of the river. This heat-balance 
code is simply used to check that the model preserves conti 
nuity with respect to heat. This addition to the program does 
not use a significant amount of computational time, and yet 
provides information that is very valuable.

Light Penetration

The parent version of the model erroneously calcu 
lated the downward energy flux of light from one model 
layer to the next. As shortwave light penetrates the water 
column, its energy is absorbed and converted to heat.

This process is modeled with Beer's law, where the extinc 
tion coefficient is a function of both the suspended solids 
and phytoplankton concentrations. Because these con 
centrations vary from the top to the bottom of the water 
column, the extinction coefficient will also vary. The parent 
version did not properly apply vertical changes in the 
extinction coefficient at each layer boundary. Modifications 
were made to the program to explicitly calculate (a) the 
energy flux at the top of a layer, (b) the rate of light absorp 
tion within that layer, and (c) the resulting energy flux at 
the bottom of that layer. By keeping track of the energy flux 
at each layer boundary, the effects of a vertically varying 
extinction coefficient are properly incorporated into the heat 
budget.

Shading

Compared to most lakes and reservoirs, the Tualatin 
River is relatively narrow. As a result, riparian vegetation 
can cast a significant shadow over the water surface of the 
river. During the calibration of the heat budget for the 
Tualatin River application, the need for a shading algorithm 
quickly became apparent. A simple shading mechanism, 
therefore, was added to the model. Each segment was given 
a shading coefficient, representing the fraction of solar 
insolation prevented from reaching the water surface. The 
shading coefficients were also given a seasonal dependence 
to represent the effects of deciduous vegetation. The shad 
ing algorithms are discussed in the Algorithms section.

Transport Scheme

The parent version of the model did not contain a cur 
rent version of the QUICKEST (Leonard, 1979) transport 
scheme. Modifications were made to upgrade this transport 
algorithm, making the implementation similar to that used 
by a later USAGE version of the model.

Water Quality

Algal Preference for Ammonia Nitrogen

In the parent version, phytoplankton were not given a 
preference for ammonia over nitrate as a source of nitrogen. 
Such a preference exists, however, and modifications were 
made to incorporate such an algorithm into CE-QUAL-W2. 
The form of the ammonia preference algorithm was taken 
from the hydrodynamic and water-quality model WASP4 
(Ambrose and others, 1988). The Algorithms section 
discusses this algorithm in more detail.

Algal Light-Limitation Function

Algal photosynthesis, as modeled by CE-QUAL-W2, 
can be limited by either a lack of nutrients (phosphorus or
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nitrogen) or a lack of light. The function used to describe 
the relation between the algal growth rate and the amount of 
available light was changed in the USGS version of the 
model. The parent version used a light limitation function 
developed by Smith (1980) and Steele (1962); that function 
includes photoinhibition at high light intensities as well as 
light extinction with depth. The instantaneous growth-rate 
multiplier given by the Smith/Steele function, averaged 
from depth z ] to depth z-^ is:

(3A)

where e is the irrational number 2.71828, atot is the total 
extinction coefficient, /i is the solar energy flux (light inten 
sity) at depth z \ , and Is is the saturating light intensity of 
the algae.

The light limitation function used in this application 
is based upon the light-saturation curve proposed by Jassby 
and Platt (1976). Although this function does not model 
photoinhibition, it is widely accepted as one of the best 
formulations available. The instantaneous growth-rate 
multiplier given by the Jassby and Platt function, averaged 
from depth z \ to depth z2 , is:

^7 I (4A)

The presence of the hyperbolic tangent function precludes 
an analytical integration, but a numerical integration is 
simple. A subroutine that integrates this function using 
Simpson's Rule was adapted from Press and others 
(1989).

Mass Balance

Similar to the heat balance that was added to the 
parent version of the model, code was added to keep track 
of the overall mass budget of each water-quality constituent. 
This mass-balance code is simply used to check that the 
model preserves continuity with respect to each constituent. 
This addition to the program does not use a significant 
amount of computational time, and yet provides information 
that is very valuable.

Nonconservative Alkalinity

The parent version of the model assumed carbonate 
alkalinity to be a conservative quantity. In this version, 
a subroutine was added to allow the alkalinity to be affected 
by nitrification, photosynthesis, and algal respiration. For 
more details, see the Algorithms section.

Phosphorus Retention by Sediments

As the organic matter in the river sediment decom 
poses, oxygen from the overlying water is consumed, and 
carbon, nitrogen, and phosphorus are released to that water. 
In the Tualatin River application, it was necessary to 
prevent a fraction of the phosphorus from recycling into the 
water column. Therefore, the phosphorus subroutine was 
modified such that a fraction/p of the phosphorus normally 
released via sediment decomposition is retained by the 
sediments. This phosphorus retention may be the result of 
one or more different processes. Phosphorus is readily 
adsorbed by ferric oxyhydroxide solids in oxidized surface 
sediments; some losses to adsorption, therefore, are 
expected. It is also reasonable to expect that much of the 
phosphorus liberated from the organic matter via decompo 
sition will be scavenged and incorporated by the resident 
microbial community. Furthermore, the C:N:P ratio of 
sediment organic-matter changes as that material ages. 
Within CE-QUAL-W2, however, the C:N:P ratio of all of 
the organic matter constituents, living or not, is restricted 
to one constant number. This modification, then, could be 
viewed as a mechanism that compensates for the existence 
of sedimentary organic matter that is naturally low in phos 
phorus.

Reaeration

The exchange of oxygen and carbon dioxide across 
the air/water interface in the parent version was assumed 
to be a function of wind speed. That algorithm may be accu 
rate for a large lake, but is not appropriate for many riverine 
systems. For the Tualatin River application, the reaeration 
algorithm was changed to one developed for rivers by 
Bennett and Rathbun (1972). That algorithm models the 
air/water exchange of gases as a function of the average 
velocity and depth of each segment; it is discussed in 
greater detail in the Algorithms section.

Sediment

In the parent version, the sediment constituent had 
units of grams of organic matter per cubic meter of river 
water. That is a counterintuitive convention, because the 
sediments interact with the overlying water through a 
specific surface area. That convention has some unfortunate 
attributes, such as the generation of more sediment oxygen 
demand in a deep segment than in a shallow segment that 
has the same width and sediment organic-matter content. 
The code was changed to give the sediment constituent 
units of grams of organic matter per unit sediment surface 
area. This approach greatly simplifies the initialization 
of the sediment constituent, because its units now are 
similar to those for sediment oxygen demand (grams 
oxygen consumed per unit sediment surface area per time).
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Two Nitrification Rates

The parent version supports the use of only one nitri 
fication rate. That rate, except for a water-temperature 
adjustment, is spatially and temporally constant The nitrifi 
cation rate in riverine systems, however, can be expected 
to vary both spatially and temporally. Nitrifying bacteria 
require a substrate for attachment and are generally found in 
shallow, rocky river reaches. Although they can be impor 
tant in deeper reaches, as long as sufficient suspended mate 
rial is available as a substrate, these bacteria generally will 
find more suitable habitat in the upper, shallower reaches 
of the Tualatin model grid. Nitrifying bacteria also grow 
slowly and significant populations will only develop in the 
presence of sufficiently high ammonia concentrations. The 
overall rate of nitrification, therefore, would be expected to 
vary temporally if ammonia loads in the river also vary.

The temporal variability of nitrification is difficult 
to simulate, but the spatial variability of that rate can be 
implemented easily. For the Tualatin River application, an 
additional nitrification rate was introduced such that it was 
applied to the upper part of the model grid, and the original 
nitrification rate was applied to the rest of the grid. The 
boundary was chosen at a point where the shallow reach 
ends and the deeper, more reservoir-like reach begins. 
The original behavior of the model can still be achieved by 
equating the two nitrification rates. The calibration runs 
used only one nitrification rate because the ammonia con 
centrations were usually low. This code modification was 
necessary, however, to implement one of the hypothetical 
simulations in which high loads of ammonia were input to 
the river.

Temperature Dependence of Reactions

The rates of most of the chemical and biological 
reactions simulated by CE-QUAL-W2 are temperature 
dependent. This dependence is modeled through the use 
of a rate-multiplier function. In the parent version of the 
model, a very flexible function was applied such that the 
multiplier (a) was low, or zero, at cold water temperatures, 
(b) increased to a value near one at the optimum tempera 
ture for the reaction, and (c) decreased to a low, or zero, 
value at high temperatures (Thornton and Lessem, 1978). 
The exact inflections of the function were controlled by a 
set of four input parameters for each reaction. Rather than 
use this function, however, changes were made to the pro 
gram so that each of the chemical and biological reactions 
use the classical van't Hoff equation as a temperature-rate 
multiplier. The van't Hoff function specifies the multiplier
as:

Y = = e<r- 2°), (5A)

exponential, the rates of reaction specified to the model are 
the rates at 20°C rather than the maximum reaction rates. 
Although many biological reaction rates might be expected 
to decrease at very high temperatures, it was felt that the 
van't Hoff relation would provide more accurate results 
for the range of water temperatures encountered in this 
application. In addition, this approach requires only one 
input parameter rather than the four used by the original 
formulation. Each chemical or biological reaction modeled 
by CE-QUAL-W2 was given a value for 0.

Temperature Dependence of Settling

Several settling velocities are specified in CE- 
QUAL-W2 to simulate the downward transport of sus 
pended solids, detritus, and algae due to gravity. The parent 
version kept these velocities constant. The USGS version 
was modified to add a temperature dependence to the set 
tling velocities. This algorithm is based upon Stokes' law of 
settling, and employs the known variation of the viscosity 
of water with temperature. With a 10°C increase in tem 
perature, the settling velocity can increase by as much as 30 
percent. This dependence is implemented as:

CO = (6A)

where co is the settling velocity, g is the acceleration due to 
gravity, pp is the particle density, pw is the water density, 
r is the particle radius, and \^ is the viscosity of the water. 
Because r2 (pp - pw) is approximately constant with 
temperature compared to ^ a good approximation to the 
temperature correction is:

00 .r = 0)
V 20

20 e (7A)

where Q\oisa factor near 2, and T is the water temperature 
in degrees Celsius. Because this multiplier is an unbounded

Although the settling velocity does vary significantly with 
temperature, this modification normally will not have a 
significant effect on the model simulations.

Variable Algal Growth Rate
Because the parent version of CE-QUAL-W2 

represented all phytoplankton with a single compartment 
and a seasonally constant algal growth rate, seasonal 
variations in the algal growth rate (or estimates of the 
effects of algal succession) could not be simulated. In the 
Tualatin River application, the system is simulated over 
long (6-month) periods of time. Over the length of an entire 
summer, the algal community adapts to changes in the 
flow, light, and temperature conditions by changing its 
growth rate without a classic succession of different species; 
these growth rate changes are quite important. In an attempt 
to simulate that seasonality, changes were made to 
implement a seasonally variable algal growth rate for the
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single algal compartment. The time-varying algal growth good data for zooplankton were available; therefore, the 
rate at 20°C is simply input from a file, like many other food web was truncated above that level. The basic 
model parameters. water-quality algorithms for modeling zooplankton had

already been added to the parent version by Dr. Wells 
Zooplankton ^ ̂  researcn &OUP at Portland State University. USGS

personnel simply made a few minor modifications. The
The decision regarding where to truncate the food zooplankton algorithms are discussed in more detail in the 

web is always a difficult one. In this application, reasonably Algorithms section.
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APPENDIX C

Table C1. Shading factors and orientations for segments of the model grid
[Shading factors represent the fraction of river surface shaded by riparian vegetation. Segment orientations are defined in degrees, where zero degrees means
that the river is flowing from the north to the south. Segment numbers 1 and 155 are boundary segments and therefore are not included]

Segment 
number

2
3
4
5
6

7
8
9

10
11
12
13
14
15
16
17
18
19
20
21

22
23
24
25
26
27
28
29

30
31
32
33
34
35
36
37

38
39
40
41

42
43
44

Upstream 
river mile

38.40
38.12
37.84
37.56
37.28
37.00
36.72
36.44
36.16
35.88
35.60
35.32
35.04
34.76
34.48
34.20
33.92
33.64
33.36
33.08
32.80
32.52
32.24
31.96
31.68
31.40
31.12
30.84
30.56
30.28
30.00
29.72
29.44
29.16
28.88
28.60
28.32
28.16
28.04
27.76
27.48
27.20
26.97

Downstream 
river mile

38.12
37.84
37.56
37.28
37.00
36.72
36.44
36.16
35.88
35.60
35.32
35.04
34.76
34.48
34.20
33.92
33.64
33.36
33.08
32.80
32.52
32.24
31.96
31.68
31.40
31.12
30.84
30.56
30.28
30.00
29.72
29.44
29.16
28.88
28.60
28.32
28.16
28.04
27.76
27.48
27.20
26.97
26.92

Shading 
factor

0.47
.47
.47
.47
.47

.47

.44

.44

.44

.44

.44

.43

.40

.40

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

.39

Orientation 
(degrees)

260
290

20
290

70
350
210
330
350
340
20

140
60
0

350
20
10
35
35
30

0
340

70
320
210
280
350
320
320
320
350

70
20

300
290
290
270
270
120
180
230
290
290

Segment 
number

45
46
47
48
49

50
51
52
53
54
55
56
57
58
59
60
61

62
63
64

65
66
67
68
69
70
71

72
73
74
75
76
77
78
79
80

81
82
83
84
85
86
87

Upstream 
river mile

26.92
26.78
26.64
26.36
26.22

26.08
25.80
25.66
25.52
25.24
24.96
24.85
24.75
24.68
24.40
24.12
23.98
23.84
23.56
23.28

23.18
23.12
23.06
23.00
22.72
22.44
22.16
21.88
21.76
21.60
21.32
21.18
21.04
20.76
20.62
20.48

20.20
19.92
19.64
19.36
19.08
18.80
18.52

Downstream 
river mile

26.78
26.64
26.36
26.22
26.08
25.80
25.66
25.52

25.24
24.96
24.85
24.75
24.68
24.40
24.12
23.98
23.84
23.56
23.28
23.18
23.12
23.06
23.00
22.72
22.44
22.16
21.88
21.76
21.60
21.32
21.18
21.04
20.76
20.62
20.48
20.20
19.92
19.64
19.36
19.08
18.80
18.52
18.24

Shading 
factor

.37
0.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.26

.26

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.37

.36

.34

.34

.34

Orientation 
(degrees)

290
290
310
290
290

220
280
280
310
340
320
320
320
90
90
10
10

340
270
240
240
240
240

90
225
260
350

235
235
235
220
220
220
250
250
270

0
315
280

30
40
70

320

121



Table C1. Shading factors and orientations for segments of the model grid Continued

Segment 
number

88
89
90
91
92
93
94
95
96
97
98
99

100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121

Upstream 
river mile

18.24
18.10
17.96
17.68
17.40
17.12
16.88
16.84
16.56
16.32
16.28
16.00
15.72
15.44
15.16
14.88
14.60
14.32
14.04
13.76
13.48
13.20
13.16
12.92
12.64
12.50
12.36
12.08
11.99
11.80
11.52
11.24
10.96
10.82

Downstream 
river mile

18.10
17.96
17.68
17.40
17.12
16.88
16.84
16.56
16.32
16.28
16.00
15.72
15.44
15.16
14.88
14.60
14.32
14.04
13.76
13.48
13.20
13.16
12.92
12.64
12.50
12.36
12.08
11.99
11.80
11.52
11.24
10.96
10.82
10.68

Shading 
factor

.34

.34
0.34

.34

.34

.34

.34

.34

.34

.34

.34

.34

.34

.34

.34

.34

.34

.34

.34

.34

.33

.33

.33

.33

.33

.33

.33

.33

.33

.33

.33

.33

.33

.33

Orientation 
(degrees)

270
270

10
100
20

300
300
220
275
275
260
270
280
300
190
110
180
60

210
270
280
290
290
320
290
290
270
200
200
250
240
250
260
260

Segment 
number

122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154

Upstream 
river mile

10.68
10.40
10.12
9.84
9.56
9.28
9.00
8.72
8.44
8.16
7.88
7.60
7.32
7.18
7.04
6.76
6.48
6.20
6.06
5.92
5.69
5.64
5.50
5.36
5.31
5.08
4.94
4.80
4.52
4.24
4.10
3.96
3.68

Downstream 
river mile

10.40
10.12
9.84
9.56
9.28
9.00
8.72
8.44
8.16
7.88
7.60
7.32
7.18
7.04
6.76
6.48
6.20
6.06
5.92
5.69
5.64
5.50
5.36
5.31
5.08
4.94
4.80
4.52
4.24
4.10
3.96
3.68
3.40

Shading 
factor

.32

.31

.31

.31

.31

.31

.31

.31

.31

.31

.31

.31

.31
0.31

.31

.31

.30

.30

.30

.30

.30

.30

.30

.30

.30

.30

.30

.30

.30

.30

.30

.30

.30

Orientation 
(degrees)

275

330
260
315
280
345
315
280
240
290
290
290
280
280
280
275
260
300
300
270
270
300
300

0
0

330
330
310
315
330
330

35
340

122


